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Orion,

1 Executive summary

1.1 Introduction

Orion owns and operates the electricity distribution network servicing the Christchurch
and central Canterbury region.

Our electricity distribution network is located between the Waimakariri and Rakaia
rivers, and from the Canterbury coast to Arthur's Pass. Our network covers 8,000
square kilometres of diverse geography, including Christchurch city, Banks Peninsula,
farming communities and high country.

Our network is fundamental to Canterbury’s social and economic wellbeing. We
transport electricity from 15 Transpower grid exit points to approximately 190,000
homes and businesses. Approximately 90% of our consumers are located in the urban
area of Christchurch with the remaining 10% in rural areas.

The vast majority of our customers — over 85% — are residential households. The rest
are commercial and industrial premises.

Business customers use around 60% of the electricity delivered via our network, while
residential customers account for the other 40%. We have some 320 major business
consumers with loads between 0.3MW and 5MW.

Orion’s ultimate shareholders are Christchurch City Council (CCC) (89.275%) and
Selwyn District Council (SDC) (10.725%).

Orion also wholly owns the electrical contracting business, Connetics Limited
(Connetics). Connetics competes to construct and maintain substations, overhead and
underground lines and associated equipment for Orion and other customers.
Connetics also operates an equipment supply and distribution business and provides
engineering design and consultancy services.

In this customised price-quality path (CPP) application, we propose to:

e continue to prudently repair and invest in our electricity distribution network

e restore the resiliency and reliability of our network to near pre-earthquake levels by
31 March 2019

e recover our uninsurable earthquake related costs and losses from consumers by
way of higher network prices

e smooth the necessary higher prices over ten years, commencing on 1 April 2014,
so as to reduce rate shock for consumers.

We believe that our CPP proposals are:

e prudent and efficient

¢ in the long term interests of consumers

e consistent with feedback we have received from consumers over a number of years

e consistent with post-earthquake consumer feedback, including the feedback we
received on our draft CPP proposals in November and December 2012

e consistent with the section 52A purpose statement in Part 4 of the Commerce Act
(the Act)
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¢ in compliance with the Commerce Commission’s (the Commission’s) input
methodologies (IMs).

1.1.1 Canterbury earthquakes

On 4 September 2010 Canterbury was hit by a 7.1 magnitude earthquake. The
earthquake had an epicentre near Darfield, about 40km west of Christchurch City.
There were no fatalities as a result of this earthquake but there was widespread
damage to local infrastructure and buildings. The eastern suburbs of Christchurch and
the Kaiapoi township were seriously affected by liquefaction and lateral ground
movement.

An aftershock sequence of more than 12,000 aftershocks of varying magnitude began
that day and the sequence is ongoing. All of the earthquakes experienced since are
the result of ruptures on faults not known to be active prior to September 2010.

Major earthquakes followed, the most notable being the deadly and devastating 6.3
magnitude earthquake on 22 February 2011 that struck near Lyttelton on the Port Hills,
the 5.7 and 6.3 magnitude earthquakes of 13 June 2011, and the 5.8 and 6.0
magnitude earthquakes of 23 December 2011.

The event on 22 February 2011 was by far the most serious, resulting in 185 deaths.

In the worst-affected suburbs, houses and businesses were without power, water and
sewerage for some time, and roads were damaged and unsafe. The Government
declared a State of National Emergency in New Zealand on 23 February 2011, which
remained in place for almost nine weeks. This is the first State of National Emergency
in New Zealand’s history declared in response to a civil defence emergency, illustrating
our unique circumstances.

In the months following the earthquake, the Canterbury Earthquake Recovery Authority
(CERA) was created as an arm of Government to lead the region’s recovery and
rebuild, led by former Orion Chief Executive Officer (CEQO) Roger Sutton. Orion’s
leadership and highly effective earthquake responses were recognised with this
appointment.

As a result of the earthquakes, the Christchurch central business district (CBD) was
altered irrevocably. By mid 2012, the CERA estimated that more than 650 buildings
had been demolished in the CBD. CERA estimates that there will be over 1,100 CBD
building demolitions. This widespread destruction not only has a severe economic
impact on Canterbury, it has also imposed significant social and cultural costs to our
region and its people.

1.1.2 How we had prepared

Over the last 20 years, risk identification and management have been important parts
of Orion’s planning.

We believed that a resilient network could play an important part in the rapid restoration
of electricity supplies after a disaster and the wellbeing of our community. We were
right.
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Over the years, working with national grid owner Transpower, we engineered a strong
electricity supply network for Canterbury. Where risk to the power supply couldn’t be
easily eliminated, we reduced it through better emergency training, skilled people, safer
work practices and improved planning and network design.

In the mid-1990s, we participated in a local engineering lifelines study. This considered
how natural disasters might affect Christchurch and Canterbury. That study prompted
us to spend $6m on seismic-protection and strengthening work for our key substations
over 15 years. Many older brick buildings in Christchurch were hard hit in the
earthquakes and ensuing aftershocks, but only four of our 314 (mainly brick)
substations sustained serious damage.

Over 15 years we bolted transformers down and tied down other equipment in our
substations. We learnt this from the 1987 Edgecumbe earthquake, when large
transformers fell over, leaving some areas without power for weeks. We also braced
our substation buildings, using good engineering practice based on advice from an
experienced structural engineer.

We invested in good technology. We installed innovative wireless communications
equipment that continued to operate throughout the earthquakes. This helped us
restore power in rural Canterbury sooner than we would otherwise have been able to.
Where possible, we also designed route diversity and prudent redundancy into our
network.

Our pricing incentives to large electricity consumers, such as hospitals and the Police,
had encouraged them to install diesel generators for use during periods of peak power
demand. This meant they were well prepared with back-up power when the
earthquakes struck.

Prior to the earthquakes, we developed Mutual Aid Partner agreements with other
electricity distribution businesses (EDBs) to provide support in the event of large scale
natural disasters. We were able to trigger these vital agreements in the aftermath of
the February 2011 earthquake.

We regularly contributed to emergency readiness programmes run with Civil Defence
and other utility organisations including the Canterbury Lifelines Utilities Group. These
exercises enabled us to test our emergency procedures and make improvements from
the lessons learnt.

Our pre-earthquake strengthening work and planning paid off for consumers and the
Canterbury economy. Damage to our network, while extensive, was far less because
we had already invested in network resilience. In other words, our network was
resilient and performed well despite the unprecedented force of the earthquakes.

All of our preparatory work and investment was in line with what our consumers have
consistently told us over many years, that consumers want us to ‘keep the lights on’.

However, such was the force of the earthquakes, that some damage to our network
was unavoidable.
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1.1.3 Impact on our network

The major earthquakes have damaged our network. They have also caused significant
damage to homes, particularly in the eastern suburbs of Christchurch and businesses,
particularly in the central business district of Christchurch.

The damage has also compromised our network’s performance, resulting in more
network outages than consumers experienced before the earthquakes and making our
network less resilient to future events such as major snow storms — particularly in the
city’s eastern suburbs.

There were extensive power cuts following the 4 September 2010 earthquake.
Approximately 80% of these outages were caused when the shaking tripped the safety
devices on our transformers. These devices successfully reduced damage to our lower
voltage network and minimised the possibility of fire. As our substation buildings were
seismically reinforced, all of them remained operational, despite some cracking, sinking
through liquefaction and other damage. There was also some damage to our overhead
lines and underground cables and ancillary equipment such as poles and insulators.

The damage caused by the September 2010 earthquake seemed significant; but the
scale of the destruction six months later has put this into perspective.

The 22 February 2011 earthquake resulted in one of the highest ever recorded ground
force accelerations. The sheer force of it meant that the damage and the impacts on
consumers were about ten times greater than for the first earthquake.

This earthquake hit properties and infrastructure hard throughout the eastern suburbs.
It also forced the virtual abandonment of the CBD, a significant portion of which
remains off-limits over two years later. The lateral forces caused more faults on our
network than we would normally see in an entire decade. Our substation buildings and
poles also moved in areas badly affected by liquefaction. For example our Brighton
zone substation sank over a metre into the ground, and flooding caused by liquefaction
inundated other substations.

We believe that we have managed our network efficiently and prudently over many
years. We believe that the relative lack of earthquake-related damage to our key
substations, and our effective responses to the earthquakes, has confirmed our
previous prudent investment in network resilience and our asset management
practices.

Our major emergency repairs are finished, but there is still work ahead to restore
resiliency and reliability back to our electricity network, consistent with consumer
demands and in their long term interests. Continuity of electricity supply (and
confidence in it) is absolutely vital to the future of the city, the region, our community.

Our most important roles are to keep the power on where and when it is needed;
quickly respond if supply is disrupted; provide timely and accurate information during
major power cuts; and efficiently supply new and upgraded connections. These roles
will be particularly important during the region’s recovery and rebuild phase over
coming years.
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1.2 Reasons for our proposal

Our network prices and network quality standards are regulated by the Commerce
Commission (the Commission) under Part 4 of the Act.

The overarching purpose of Part 4 is to promote the long term interests of consumers.
In promoting the long term interests of consumers, the Part 4 purpose statement
recognises that incentives for investment, innovation, efficiency that meet consumer
requirements for quality of services are central to the regulation which governs our
network prices and quality standards. Thus the purpose statement contemplates and
establishes a regulatory regime that balances stakeholder interests.

The purpose statement in section 52A of the Act states:

The purpose of this Part is to promote the long-term benefit of consumers in
markets referred to in section 52 by promoting outcomes that are consistent with
outcomes produced in competitive markets such that suppliers of regulated goods
or services —

a) have incentives to innovate and to invest, including in replacement,
upgraded, and new assets; and

b) have incentives to improve efficiency and provide services at a quality that
reflects consumer demands; and

c) share with consumers the benefits of efficiency gains in the supply of the
regulated goods or services, including through lower prices; and

d) are limited in their ability to extract excessive profits.

In this CPP application, we propose new CPP price and quality standards to apply for
five years commencing on 1 April 2014. We believe that our CPP proposals are
consistent with the long term objectives of Part 4.

We have applied for a CPP because our post-earthquake circumstances are no longer
able to be accommodated within our current Default Price-Quality Path (DPP) settings.
This is because of the significant impacts of the catastrophic earthquakes on our
business.

The earthquake impacts and the need to restore network resilience and reliability mean
that we have incurred and will continue to incur significant costs. These costs are not
reflected in our current network prices because our regulated price cap was determined
prior to the earthquakes. These prices also do not reflect our post earthquake reduced
revenues, from which we must seek to recover our costs

Our regulatory DPP means that we have been unable to adjust our prices to match our
revenue with our costs. This prevention of recovery of our efficient and prudent costs
undermines our investment incentives as we seek to continue to invest to support the
region’s wider rebuild.

It is important that we continue to invest in and manage the assets which provide
electricity distribution services in Christchurch and Canterbury. Electricity is an
essential service, and our consumers have told us that they value this service, and that
they support our plans to restore our network resilience and reliability.
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The long term consequences of under investment are potentially severe for consumers
of this essential service. Cost recovery is an important element of retaining our
incentives to continue with this vital investment.

In workably competitive markets, prices for goods and services adjust quickly to reflect
new realities and new efficient levels — whether such changes are caused by supply or
demand effects. In our case, regulation has prevented such efficient price adjustment
occurring for over three years. This regulatory delay means that there is a significant
element of catch-up cost recovery (claw-back) in our CPP price path proposal
calculations.

Our regulated network reliability limits are also fixed at pre-earthquake levels and so
they do not reflect the damaged state of our network.

Accordingly, we must apply for modifications to our regulated network prices and our
regulated network reliability limits.

Our CPP proposals are consistent with consumer feedback, both before and after the
earthquakes (including consumer feedback on our draft CPP proposals in late 2012).
This feedback tells us that our consumers want us to restore pre-earthquake levels of
network resilience and reliability.

There are significant costs to achieve this. We are seeking to recover our costs.

A key element of Part 4 is to ensure that we (and all EDBs) continue to have incentives
to invest for the long term benefit of consumers, to a quality that those consumers seek
from us. Recovery of our prudent (but uninsurable) costs and losses is an essential
element of retaining our incentives to continue to invest for the long term benefit of
consumers.

If we are not able to adjust our network prices to recover our prudent (but uninsurable)
costs and losses then our incentives to continue to invest will be greatly diminished — at
the very time that our community expects us to continue to invest to support the wider
rebuild and relocation efforts in their long term interests.

Our work to restore network resilience and reliability is not yet complete and our
consumers support us completing that work, as outlined in our CPP proposal.

We seek simple cost recovery (not a gain or excessive profits) so that our interests
continue to be aligned with consumers’ long term interests. Cost recovery therefore
includes recovery of our fair but not excessive cost of capital over time.

We have adopted a balanced approach between the interests of consumers and the
interests of the company. Within the constraints of the IMs, we have deferred our
proposed cost recovery to mitigate short to medium term pricing impacts on
consumers.

Our CPP application and proposal documents fully set these matters out — particularly:

e our proposal to restore our network resilience and reliability back to near pre-
earthquake levels by FY19

e our proposal to increase our network prices to recover our prudent (but
uninsurable) earthquake related costs and losses (including our cost of capital)
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e our proposal to apply an alternative depreciation method within the CPP period
to reduce the amount of depreciation expense to be recovered from consumers
between now and FY19 by around $30m

e our proposal to spread our recovery of claw-back over 10 years to mitigate the
price impacts for consumers, effectively delaying recovery of $43m of claw-back
related costs until after the CPP period

¢ how we ensure our expenditure is prudent and efficient.

The preparation of this proposal has been challenging. Ours is the first CPP
application to be made under Part 4. Accordingly there are no precedents; we are the
first to apply the Commission’s CPP IMs; and the associated Part 4 regulatory
mechanisms (the DPP and Information Disclosure (ID) regulations) are not yet fully
implemented.

Further, because our CPP proposal is in response to a catastrophic event, many of the
prescribed IM requirements are not directly relevant to our current circumstances. We
also face unprecedented uncertainty in Canterbury as to the likely future demand for
our services and the costs of providing those services. Decisions are being made by
others on a regular basis that impact on our operations and plans.

Notwithstanding these challenges, we have prepared a comprehensive CPP proposal,
which we believe fully meets the Commission’s IM requirements.

Where appropriate, we have sought and carefully considered independent expert
advice and carefully considered that advice as part of preparing our CPP proposals.
We have included key expert advice (including peer reviewed expert advice on cost
recovery principles) in this CPP proposal.

In late 2012, we sought feedback from our consumers on our draft proposed CPP price
path and quality standards. In our accompanying CPP application document we
summarise the feedback we received. We received 38 submissions from consumers
and organisations. Most supported our draft CPP proposals and this CPP proposal is
consistent with our draft proposals.

Consumers largely support our cost recovery proposals.

We believe that our CPP proposal reflects prudent and efficient expenditures and
realistically achievable quality standards which together meet the long term interests
and demands of our consumers. Our price path proposals reflect our desire to mitigate
the pricing impacts on consumers by spreading our cost recovery over the long term.

Our decision to apply for a CPP has not been taken lightly. However we believe it is
appropriate for us to do so after carefully considering the long term interests of our key
stakeholders — namely consumers, the broader Canterbury community and our
shareholders.

1.3 Proposed quality standard

Prior to the earthquakes our electricity distribution network was one of the most reliable
in New Zealand. In the five years to 31 March 2010, we were:

e the fifth best performing EDB in terms of average interruption duration (SAIDI)
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ST

¢ the second best in terms on average interruption frequency (SAIFI).

This reflects continual improvements in our reliability since the early 1990s, as
illustrated below. The charts also illustrate the impacts of extreme weather events with
significant disruption in FY93, FY97, FY03 and FY07 due to severe snow storms in
Canterbury.

Orion SAIDI performance from FY92 to FY10 with trend
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Our pre-earthquake performance is consistent with the expectations of our consumers,
and, as illustrated below using FY08 - FY10 data, is as expected for a relatively high
density network.
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Our current DPP quality standards (which are expressed as SAIDI and SAIFI limits) are
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the datasets used to set the limits and assess performance against them.

As a result of the damage to our network, and the houses and businesses of our
consumers, we have been unable to meet these limits since the earthquakes. The
FY11 and FY12 breaches of our DPP quality standards are illustrated below, along with
our historical performance since FY05. FY05-FY09 represents the reference period

used to establish the DPP limits.
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Accordingly we are seeking a quality standard variation for the CPP regulatory period.
The key feature of our proposed quality standard variation is that our network reliability
limits increase initially to accommodate our current circumstances and the state of our
network, and then gradually reduce across the CPP regulatory period, reflecting
improving network resilience and reliability between now and FY19. This trend reflects
the re-establishment of the resilience of our network which was severely damaged
during the 2010 and 2011 earthquakes and our planned expenditures to achieve that
restored resilience up to FY19.

Our proposed quality standard variation is summarised in the following table. It has
been derived from detailed analysis of past SAIDI and SAIFI performance, with
particular consideration of the performance of our network since the earthquakes.

CPP regulatory period

Current
DPP
FY15 FY16 FY17 FY18 FY19] standards

pSAIDI 94.7 86.5 83.1 75.2 67.0 53.0
oSAIDI 9.0 8.2 7.9 7.2 6.4 6.7
SAIDI limit 103.8 94.7 91.0 82.4 73.4 59.7
MSAIFI 1.25 1.1 1.07 0.94 0.80 0.68
oSAIFI 0.11 0.09 0.09 0.08 0.07 0.10
SAIFI limit 1.36 1.21 1.16 1.02 0.87 0.78

In the above table:

¢ pSAIDI and uSAIFI means the average annual SAIDI/SAIFI in the normalised
dataset

¢ oSAIDI and oSAIFI means the standard deviation of daily SAIDI/SAIFI values in the
normalised datasets multiplied by the square-root of 365.

These variables are summed to determine the SAIDI and SAIFI limits.

Our proposed CPP network quality standards are consistent with our expenditure plan,
are realistically achievable and importantly reflect expected significant improvements in
our reliability performance over the CPP period, consistent with the expectations of our
consumers.

We aim to restore our network to pre-earthquake levels of resilience and reliability. Our
proposed quality standards achieve near pre-earthquake levels by FY19. As illustrated
above, our pre-earthquake performance is consistent with that expected for a largely
urban network.

Based on consumer feedback we have received over many years prior to the
earthquakes we believe that consumers were satisfied with the levels of network
resilience and reliability we had prior to the earthquakes.
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Feedback on our draft CPP proposals in late 2012 (post-earthquakes) indicates that
the majority of consumers who responded to our draft CPP proposals want us to return
to pre-earthquake levels of network resilience and reliability. This target and feedback
is consistent with the regulatory rules which have applied to us for the best part of the
last decade, which have established a ‘no material deterioration’ reliability standard for
all EDBs subject to the Part 4A thresholds regime, and more recently the Part 4 price-
quality regime.

We anticipate that there will be year on year variations in network reliability. Our
quality standards have been developed using a similar approach to the current DPP
limits, to attempt to accommodate such variation. We note that we have a higher than
usual degree of uncertainty about our expected reliability performance given the
damage to our network, the impact of the city recovery plans which are only just
emerging and the impacts of others working around our network.

We have carefully considered how to achieve the quality of supply sought by our
consumers. We propose a glide path which incorporates year on year improvements in
network reliability as the best means to meet our consumers’ needs. This glide path is
consistent with the level of investment provided for in our price path, which includes a
number of important projects within the CPP regulatory period aimed at restoring our
network resilience and reliability. The glide path also reflects our view of the likely
planned and unplanned interruptions to our network caused by external parties and
external events.

Notwithstanding the significant improvements we have proposed, we do not expect to
achieve the same level of reliability by the end of the CPP period, as we had prior to
the earthquakes. We expect further improvements in our reliability will be made after
the end of the CPP.

1.4 Proposed price path
1.4.1 Financial impact of earthquakes

We have not increased our network prices in response to the earthquakes due to
regulatory constraints. We implemented a CPI related price increase on 1 April 2011
that was prepared pre-earthquake. We had no increase on 1 April 2012 and we are
implementing a further CPI related price increase on 1 April 2013. These price
increases are in line with the current DPP regulation which applies to us. Accordingly,
our prices have not kept pace with general inflation due to the nil increase on 1 April
2012.

Our costs have increased significantly and our revenues have decreased due to

reduced demand arising from disruption to our consumers. Further, we need to

continue to spend above historical levels for the foreseeable future to restore our
network’s resiliency and reliability, and to support the city rebuild and growth.

For example, the following table summarises the material cash impacts (relative to pre-
earthquake forecasts) for two financial years, FY11 and FY12. We note that as time
goes by it becomes more difficult to distinguish between earthquake and non-
earthquake spending and revenue impacts.
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($m pre-tax) FY11 FY12

Increased operating expenses 12.6 14.0
Increased major capex - 10.6
Reduced electricity delivery revenue 3.1 20.6
Insurance settlement revenue - 22.3

A comparison between our CPP forecasts and our 2010 AMP (published in March
2010, prior to the first major earthquake in September 2010) demonstrates that, for
FY13 to FY19, we are now forecasting:

e $156m more in network capex than in 2010
e  $22m less in network maintenance than in 2010.

These values are expressed in FY13 real terms and exclude the impact of increases in
non network expenditure, such as our new head office site and building, and input cost
inflation which has increased in Canterbury post-earthquakes.

1.4.2 Uninsurable costs

We believe we prepared as prudently as possible for the possibility of catastrophic
events. We estimate our pre-earthquake seismic protection and planning has saved us
$60m to $65m in direct asset replacement costs. It also avoided considerable further
disruption to our community’s economic and social well being.

Orion, like other infrastructure entities, cannot feasibly insure its entire network against
catastrophic damage. Orion has not insured overhead lines and underground cables
because it has been, and still is, uneconomic to do so. Even before the 22 February
2011 earthquake, an annual insurance premium for lines and cables alone was
estimated to be around $100m (based on an asset replacement value for cables and
lines of around $1 billion). This is clearly uneconomic and it is even more so after the
earthquakes.

The premiums charged for other network assets, such as substations and buildings,
are more affordable. Consequently, we have and continue to fully insure all of our key
substations and our head office at full replacement cost. We continue to insure our
remaining substations and other assets where insurance premiums are at a prudent
level.

An independent expert report prepared by international broker Marsh confirms that
EDBs around the world face the same insurance circumstances: that is underground
cables and overhead lines risks are normally uninsured because insurance
underwriters are not able to provide material damage and business interruption
coverage for them. Marsh also confirms that, in its opinion, our approach to insurance
has been entirely appropriate, reasonable and consistent with that of other network
companies in Australasia.
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1.4.3 Recovery of prudent and efficient costs

In this CPP, we propose to recover our prudent and efficient costs to provide electricity
supply services to Canterbury. We believe that electricity consumers should pay the
prudent and efficient costs for our electricity supply services provided at a quality
consistent with their demands. We have been unable to recover our fair costs since
the earthquakes because of the regulatory constraints imposed on our prices. We
believe that it is in consumers’ long terms interests for us to recover our costs.

Electricity consumers are the beneficiaries of the services we provide, and it is
appropriate that consumers pay for the actual prudent and efficient costs of those
services in both good times and bad. Cost recovery retains our incentives to continue
to invest in our network, for the long term benefit of consumers. Non recovery
diminishes those incentives. Cost recovery also enhances the efficient allocation of
resources by ensuring appropriate consumption and investment decisions are made by
consumers.

We have carefully considered an option to reduce the size of our proposed line price
increases and not fully recover our costs. We have rejected this option because it
would not be in the long term interests of consumers (because it would reduce our
incentives to continue to invest) and so would be contrary to consumers’ long term
interests and the Part 4 purpose statement.

We have also taken and carefully considered expert independent economic advice on
this issue (refer appendices 1 and 2 for copies of these reports prepared by Jeff
Balchin of PwC and James Mellsop and Will Taylor of NERA).

The expert advice strongly advocates full cost recovery.

Mr Balchin observes that price regulation seeks to protect consumers from the misuse
of monopoly power while ensuring the provision of services which meet their demands.
These objectives are ‘almost universally’ achieved by setting regulated prices to
recover prudent and efficient costs, including a commercial return on investment.

This tension is explicitly addressed in the Part 4 purpose statement, particularly in its
requirement for the regulatory framework to:

e provide incentives for suppliers to invest and innovate
¢ limit a supplier’s ability to extract excessive profits.

Mr Balchin notes that catastrophic events raise the costs of providing the service and
lead to a loss of revenue. He concludes that following a catastrophic event, prudent
and efficient costs (including the impact of lost revenue) should be recovered from
consumers consistent with the treatment of costs in general.

Mr Balchin also considers how such costs (including lower revenues) should be
recovered. He concludes that compensation after the event (ex post) is more practical
than the alternative (a self insurance revenue allowance included in regulated prices
before any such events) because the latter (ex ante) alternative is very difficult to
achieve. He also concludes that an ex post approach is consistent with the regulatory
regime which currently applies to us.

24



Orion,

Mr Balchin also tests whether our proposals are consistent with outcomes which are
expected in competitive markets. This test is fundamental to the overarching Purpose
Statement of Part 4 of the Act, which sets out the regulatory framework which applies
to us. He observes that all investors, irrespective of the nature of the market, expect to
make a commercial return on their prudent investments after recovering efficient costs.

The key difference for regulated businesses is when they are able to recover their
costs. Mr Balchin observes that the limited nature of the insurance market for EDBs,
and the fact that prices are regulated means that EDBs, like Orion, are restricted from
including reasonable ex-ante allowances for uninsured costs in their prices, unlike firms
operating in competitive markets.

Finally Mr Balchin observes that it is reasonable for Orion to expect to achieve a
commercial rate of return. He concludes that this outcome holds irrespective of
ownership, and notes that setting cost reflective prices for consumers encourages
broad economic efficiency by encouraging efficient consumption decisions. "

This expectation of full recovery of costs over time is essential to the long term
sustainability of all businesses, including EDBs. As Mr Balchin states:

Absent an expectation of cost recovery it is not possible for a business to
remain in operation over the medium to longer term.

The expectation of future cost recovery is particularly important in the context of
electricity networks. This reflects the essential service nature of electricity and
that its provision involves significant sunk assets with costs recovered over an
extended period of time; sometimes up to 40 years or more. If investors
perceived there were risks that they would not be able to recover at least their
efficient costs of service provision over time, there would be a diminished
incentive to make future investments to the detriment of reliable supply for
consumers. *

Our proposal, which seeks to recover our fair costs, which we have been prevented
from recovering since the earthquakes, is therefore consistent with the long term
interests of our consumers. It is necessary for us to recover these costs in order for us
(and other EDBs) to have a reasonable expectation of earning a fair return over time,
and therefore continue to make the investments required to meet consumer demands
for electricity distribution services.

In their independent expert peer review, Messers Mellsop and Taylor of NERA, agree
with Mr Balchin’s findings. They also conclude that uninsurable losses resulting from
the earthquakes should be recovered from consumers on an ex post basis.’

' Refer Jeff Balchin, PricewaterhouseCoopers, Long term-incidence of cost recovery following a
catastrophic event, 17 December 2012, pages 2-4 (included as appendix 1)

2 Ibid page 8

® Refer, James Mellsop and Will Taylor, NERA, Peer review of PwC report on cost recovery
following a catastrophic event, 30 January 2013 (included as appendix 2)
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We note that under recovery of efficient and prudent costs would also be contrary to
our statutory obligation under section 36 of the Energy Companies Act to operate as a
successful business.

The value of investment in essential infrastructure is well demonstrated by the
earthquakes. Our long term prudent investment in network diversity, seismic
strengthening and risk mitigation measures significantly reduced the impacts of supply
interruptions for consumers. Had we not made these investments, consumers, and the
wider Canterbury community, would be considerably worse off.

Our proposed cost recovery includes ex-post compensation for reduced revenues as a
result of the earthquakes which has contributed to our under recovery of our costs
since the earthquakes.

Consistent with the independent expert advice we have received from PwC and NERA,
we believe that where reduced consumption arising from a catastrophic event has
contributed to under recovery of costs, EDBs should be compensated for this on an ex-
post basis under a CPP, to ensure they are able to recover prudent and efficient costs.
No provision for uninsurable catastrophic risk was allowed for in our pre earthquake
DPP price path.

1.4.4 Claw-back

The Part 4 provisions for a CPP made in response to a catastrophic event allow us to
look backwards to the date of those events by including the value of ‘claw-back’ in our
price path proposal. In this instance claw-back reflects the shortfall in revenues
required to recover our costs, which occurred following the catastrophic event(s), up to
the date that the CPP comes into effect.

As the earthquake activity commenced in September 2010, we have considered the
impact of the earthquake events which have occurred from that date up to the
commencement of the CPP period, up to 1 April 2014. This is our proposed claw-back
period.

Our proposed claw-back allowance seeks to recover our earthquake related costs
which were not anticipated when our DPP price path was set. This ex-post cost
recovery is:

e consistent with the manner in which the DPP price path was set (because our DPP
price path includes no allowance for unanticipated costs of this nature)
¢ in the long term interests of consumers.

It ensures that we retain the economic incentives to continue to provide the services
that consumers require of us because we are compensated for our prudent and
efficient costs in providing those services, including a risk adjusted commercial return
on our investment.

Our proposed claw-back recovery extends over ten years, beyond the end of the CPP
period. This reflects our desire to mitigate pricing impacts on consumers where
possible within the regulatory rules and methods we must apply.
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1.4.5 A CPP in response to a catastrophic event

The earthquakes changed our operating environment, and our costs in providing the
services demanded by our consumers. Since 4 September 2010 we have been unable
to recover our costs, because of the constraints of our DPP price path. Many of our
earthquake related costs are not insurable.

Consumer demand and our revenue significantly reduced after the earthquakes. Our
efficient costs of distributing electricity to each consumer in Canterbury consequently
changed — despite our prudent insurance programme and our prudent pre-earthquake
seismic strengthening and network resiliency programmes.

The DPP sets price and quality standards for us for a period of five years. Within those
standards there is cost and volume risk as well as network reliability risk for us. All of
these factors were detrimentally affected by the earthquakes. The DPP was not
intended to be able to fully accommodate these potential impacts where they arise from
a future catastrophic event. The Act provides for a CPP alternative, and indeed the
DPP Determination and IMs acknowledge the situation where an EDB subject to the
DPP may be required to apply for the CPP in response to a catastrophic event.

In this instance, provision is included for claw-back which may be applied on an ex-post
basis to address the consequences of the catastrophe that were not anticipated (and
hence reflected) in the DPP price path or quality standards.

This is the situation we are faced with, and hence we have prepared this proposal on
the basis that our CPP will address the cost, volume and reliability impacts on our
business since September 2010 that the DPP has not been able to accommodate.

A fundamental principle, as articulated by PwC and NERA, is that workably competitive
markets permit providers to recover efficient costs. It is the characteristics of the
relevant market that determine whether costs caused by events like the Canterbury
earthquakes are recovered before or after the relevant event, or through a combination
of both. Importantly in this context, there is no conceptual difference between
unanticipated impacts on demand (and hence revenue), and unanticipated costs.

Claw-back is caused by the regulatory delay in resetting prices to new efficient levels,
relative to what happens in workably competitive markets. In workably competitive
markets prices adjust quickly, in our case our prices cannot adjust quickly due to
regulation.

The price control regime has prevented us from adjusting our prices to efficient levels
post earthquake in a timely manner. In a workably competitive market and in the
absence of price control we would have been able to quickly adjust its prices to new
efficient levels that reflected the new demand and supply cost realities. Instead, we
must continue to recover revenue well below pre-earthquake levels for at least three
years up to 1 April 2014 due to a regulatory constraint. Our pre-earthquake prices are
no longer cost reflective and therefore cannot be considered to be efficient.
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It is reasonable and in consumers’ long term interests for us to recover our efficient
costs and to recover these costs from consumers. We believe that the legislative intent
is that we should be able to do this on an ex-post basis (where a catastrophic event
has occurred) through a CPP so that our incentives to continue to invest for the benefit
of consumers are preserved.

Our proposed claw-back recovery in our CPP price path is consistent with this intent.

We have made no allowance in our CPP proposal for unanticipated costs associated
with possible future catastrophic events. We have no self insurance allowance in our
opex forecast. If such events occur within the CPP regulatory period, we are able to
reopen the CPP to address the impacts at that time. Thus we propose an ex-post
approach to the recovery of the consequences of potential future catastrophes, as
anticipated in the IMs. This is the same as the ex-post claw-back allowances that this
CPP proposal addresses for the consequences of the 2010 and 2011 Canterbury
earthquakes.

1.4.6 Building blocks allowable revenue

We have determined our required revenue allowances using the methods set out in the
CPP IM which have been determined by the Commission as being consistent with the
Part 4 purpose statement. These revenue allowances are consistent with fair prices for
consumers and providing appropriate incentives to suppliers to meet consumer
requirements over the long term, in their long term best interests.

Our building blocks allowable revenue (BBAR) for the CPP regulatory period, and prior
years incorporating the claw-back period, is illustrated below.

Building blocks allowable revenue before tax, by component ($000 nominal)

250,000 1
200,000 A
150,000
100,000 -
50,000 A
-50,000
== Return on capital mmmm Depreciation
-100,000 - Opex === Revaluations
Assettiming adjustments . Tax adjustments
== Other regulated income e BBAR before tax
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BBAR before tax ($000) Current Period Assessment Period

Return on capital 95,824 95,144 97,776 104,195
Depreciation 29,337 30,838 31,917 34,211
Opex 48,146 54,914 55,238 59,397
Revaluations (26,617) (17,271) (20,476) (21,110)
Asset timing adjustments 1,960 2,737 4,538 6,202
Tax adjustments (5,236) (11,725) (6,367) (3,184)
Other regulated income (488) (23,710) (7,438) 7,021
BBAR before tax 142,926 130,926 155,189 186,732

CPP Period

I I 7 TR 2 (T T

Return on capital 88,878 95,654 102,781 107,294 112,367
Depreciation 32,285 34,388 36,238 38,274 41,230
Opex 61,738 65,809 65,449 66,997 70,460
Revaluations (30,546) (30,834) (33,357) (35,023) (36,752)
Asset timing adjustments 3,468 4,115 3,168 3,540 2,748
Tax adjustments (3,174) (3,686) (3,964) (4,102) (4,129)
Other regulated income (830) (848) (866) (885) (904)
BBAR before tax 151,819 164,599 169,450 176,095 185,020

The return on capital allowance has been calculated using the cost of capital
determined in September 2012 by the Commission for a five year CPP price path
commencing 1 April 2014. We have applied the DPP cost of capital for the claw-back
period, as this is the cost of capital allowance which applies to EDBs subject to the
DPP within this period (including Orion if we had not required a CPP).

In deriving the building blocks for the CPP regulatory period, we have chosen an option
available in the CPP IM to modify our depreciation allowances using a non standard
depreciation approach. This is the only mechanism available to us (within the
regulatory methods we must use) to reduce the building blocks within the CPP
regulatory period, for a given expenditure plan.

Our proposed approach, which reduces the depreciation to be recovered within the
CPP period relative to the standard approach, allows us to better align the recovery
profile for our return of capital allowance with the economic recovery expected in
Canterbury over the same period. This is also consistent with our desire to minimise
price shocks within the CPP regulatory period as much as possible, consistent with
consumer feedback we received on our draft CPP proposals in late 2012.

We propose to recover depreciation on new assets constructed following the
earthquakes at a slower rate than the standard straight line method applied for DPPs
and the default method for CPPs. We believe this is consistent with the long term
interests of consumers as the recovery profile better matches the demand for our
services which is expected to recover relatively slowly over the CPP regulatory period.
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Our proposed depreciation approach reduces the amount of revenue we propose to
recover during the CPP regulatory period, and it increases the amount we propose to
recover in later years, once demand has recovered. Our proposed approach is
consistent with the standard approach, in present value terms, over the life of the
assets concerned.

Our proposed claw-back allowance uses the same methods as prescribed in the CPP
IMs for the forward looking component of the price path. In determining the value of
claw-back we have deducted from BBAR, the actual revenue we have and expect to
receive over the claw-back period, including our insurance proceeds.

1.4.7 Proposed price path

Our proposed price path comprises maximum allowable revenue (MAR) before tax of
$156m for FY15, and an X factor of -1.19% for FY16 - FY19 to apply in the CPI-X
component of our price path. The present value of the MAR series after tax is
equivalent to the present value of the series of BBAR after tax. This is illustrated
below.

Derivation of maximum allowable
CPP Period
revenue series ($000 nominal)

FY15 FY16 FY17 FY18 FY19
Inflation rate 2.17% 2.17% 2.17% 2.17%
Xfactor -1.19% -1.19% -1.19% -1.19%
Weighted average growth in quantities 0.79% 0.80% 0.85% 0.76%
MAR before tax 155,598 162,136 168,974 176,185 183,540
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
MAR after tax 141,364 146,394 152,536 159,002 165,688
TFrev 1.028 1.028 1.028 1.028 1.028
MAR after tax year end 145,252 150,420 156,731 163,375 170,245
T | Pvattapian
PV of series of MAR after tax 642,505

Note: The annual rate of change in the price path is specified as CPI-X, thus an Xfactor of -1.19% means real
price increases of 1.19%

Present value of series of BBAR after
tax ($000 nominal) CPP Period

FY15 FY16 FY17 FY18 FY19
BBAR before tax 151,819 164,599 169,450 176,095 185,020
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
BBAR after tax 137,585 148,857 153,012 158,912 167,168
TFrev 1.028 1.028 1.028 1.028 1.028
BBAR after tax (year-end) 141,369 152,951 157,220 163,282 171,765
[ Pvatiaeion
PV of series of BBAR after tax 642,505

We also propose that our CPP price path includes the recovery of claw-back. The
following table summarises the value of claw-back which we have determined for the
period 4 September 2010 — 31 March 2014. The present value of claw-back at the
commencement of the CPP regulatory period is $86.3m.
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The value of claw-back ($000 nominal) Current Period Assessment Period

FY11a FY11b FY12 2 ] FY14

BBAR before tax (year end) 57,569 90,313 135,466 160,570 193,207
Actual and projected revenues (year end) 64,195 76,681 129,322 141,091 143,937
Difference (6,626) 13,632 6,144 19,479 49,270
PV of difference for FY 11 8,808

PV of difference 7,157 21,023 49,270
Total PV of difference (at 1 April 2014) 86,259

Our proposed claw-back recovery increases MAR before tax in FY15 to $164.8m, as
illustrated below. The proposed claw-back recovery in FY16 - FY19 is consistent with
the slope of our MAR before claw-back over the CPP period. That is, it is consistent
with an annual CPI-X rate of change where X is equivalent to -1.19% (and hence
provides for annual average price increases of CPl + 1.19%).

MAR including recovery of clawback
PP P
($000 nominal) c eriod

FY15 FY16 FY17 FY18 FY19
MAR before tax 155,598 162,136 168,974 176,185 183,540
Clawback recovery over CPP period 9,175 9,560 9,964 10,389 10,822
MAR before tax plus claw-back recovery 164,773 171,696 178,937 186,574 194,362

Our proposed price path will not fully recover our claw-back costs within the CPP
regulatory period. Our CPP period will be 5 years. We propose to recover our claw-
back over 10 years in order to mitigate the price impact on consumers during the CPP
period. We propose to recover $43.13m (in present value terms) of the $86.3m of
claw-back (half) over the CPP regulatory period.

We propose to recover the remaining $43.13m (in present value terms) in the 5 years
immediately following the CPP period (to FY24). The table below shows the value of
claw-back, and the proportions recovered during the CPP regulatory period and
subsequently.

CIaw-baCK recovery ($000 nominal) _

Value of clawback 86,259

Val.ue of clawback to be recovered in CPP 43,130

period

Value of clawback to be recovered after 43.130 57 418
CPP period ’ ’

The chart below illustrates actual and projected revenues in the years prior to the start
of the CPP regulatory period and the MAR (including the claw-back component) during
the CPP period.
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MAR before tax plus claw-back recovery ($000 nominal)

250,000

B Actual and projected revenue
B Recovery of claw-back

200,000 | = MAR before tax
150,000
100,000
50,000

FY11 FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19

Our proposed price path (including claw-back) represents a nominal increase to
allowable revenue of 18.5% in FY15, and approximately 4.2% each year from FY16 to
FY19. After removing the effects of forecast inflation and growth in quantities, this
represents real price increases of 15.0% in FY15 and 1.19% each year from FY16 to
FY19.

1.5 Expenditure plan

The key objective of our capex and opex programme is to restore network resilience
and meet the long term needs of our consumers for a safe, reliable and cost effective
electricity distribution service.

Our capex and opex forecasts are for the following core activities, which are consistent
with how we manage our business and plan our future needs.
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Major Projects
N Reinforcement
e
t Replacement
w
o Customer Connection / Network Extension
r
k Underground Conversions
Asset Acquisitions
Neton Non System Assets
N Emergency
e
t
w Maintenance Scheduled
o
r
k Non-Scheduled

Network Management and Operations

Non
Network

General Management, Administration and Overheads

In our proposed capex programme we will:

build new assets to restore resiliency to our network and to meet new demand from
consumers (including for the rebuild and new subdivisions)

purchase local spur assets from Transpower and integrate them into our
subtransmission network

replace existing assets to ensure we continue to meet our network performance
targets

construct a new head office as our office buildings have been demolished following
extensive earthquake damage.

In our opex programme we will:

maintain our network and operate it in accordance with good industry practice
respond to unplanned events in a timely and effective way

accommodate the Christchurch rebuild

ensure the performance of our assets is maintained, consistent with consumers
needs.

We aim to ensure our expenditure is prudent and in the long term interests of our
consumers. However it has been and continues to be necessary to increase our opex
and capex, over pre earthquake levels, for the foreseeable future. This increase is
necessary to restore the resilience in our network and improve our service levels to
those which are more consistent with the level our consumers expect from us. We are
very mindful of the impact of this on our costs to deliver electricity and we continue to
seek to find ways to improve our planning and project execution.
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We believe that our outsourced field work model facilitates competition in our local
contracting market. It enables us to acquire the most efficient prices for our works
programme commensurate with the quality of service, skill levels and expertise we
require for our network.

We have benchmarked our historical capex and opex costs against other EDBs and
believe that these measures demonstrate that our project delivery practices are
consistent with the efficiency objectives of the Part 4 purpose statement.

We note that there is increasing pressure in Canterbury for infrastructure resources
and we are starting to see upward pressures on contract prices and labour costs. We
are confident that our competitive tendering processes will continue to ensure that we
are able to deliver our planned projects as efficiently as possible but we have not been
able to maintain our unit costs at pre-earthquake levels due to local demand pressures.

1.5.1 Planned capex

Our historical and forecast capex programme, by activity, is illustrated below. Our
capex data is presented for the period FY10 to FY19. Our opex data (refer below) is
presented for the period FY08 to FY19. Due to damage to our records and financial
systems from the 2011 earthquakes we have not been able to re-categorise our FY08
or FY09 capex data into this CPP presentation format.

Nominal capex by expenditure category ($000)

125,000 - ®Major Projects

= Reinforcement

H Replacement

B Customer Connection/Network Extension
100,000 - Underground Conversions

= Asset Acquisitions

Non System Fixed Assets
75,000 -
50,000 -
25,000 - —
==

FY10 FY11 FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19
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bl e L e Current Period Assessment Period
category ($000)

Expenditure Categories FY10 FY11 FY12 FY13 FY14
Major Projects 8,119 7,855 21,236 14,346 36,329
Reinforcement 5,304 5,318 4,480 4,150 4,939
Replacement 14,361 11,465 11,181 22,903 24,907
Customer Connection/Network Extension 5,113 6,058 6,898 9,650 12,829
Underground Conversions 2,588 2,475 3,627 2,300 6,570
Asset Acquisitions - - - 4,188 2,700
Non System Fixed Assets 4,134 2,912 5,880 20,030 7,977
Total 39,618 36,083 53,301 77,567 96,252
CPP Period

Expenditure Categories FY15 FY16 FY17 FY18 FY19
Major Projects 39,442 21,068 15,623 26,961 8,354
Reinforcement 5,348 5,725 6,135 6,310 6,544
Replacement 26,433 29,739 30,225 28,058 30,600
Customer Connection/Network Extension 14,523 15,616 14,612 13,100 12,703
Underground Conversions 1,768 6,862 4,460 1,758 1,096
Asset Acquisitions 16,784 9,419 1,198 - -

Non System Fixed Assets 2,409 3,771 2,601 3,633 2,621
Total 106,708 92,200 74,854 79,820 61,920

Our capex projects and programmes are mainly associated with network security,
resilience, new consumer demand and maintaining our service capability. Before
spending capital on our network, we consider a number of options including those
available in demand side management and distributed generation.

The earthquakes caused significant damage to our network. We are proud of our pre-
earthquake network architecture and engineering strategies to minimise the impacts of
such events and we are pleased with our operational response during the response
and recovery phases. There is much to be learnt from an event of this scale and this,
coupled with permanent network damage, is resulting in inevitable changes to our pre-
earthquake network development plans.

In particular the earthquakes have prompted us to review:

¢ the architecture of our network

e our network security of supply standard

e some of our design standards

e our load forecasts

¢ our embedded mobile and fixed standby generation strategy.

While these reviews are ongoing, our capex forecast incorporates our most up to date
knowledge and thinking on each of these.

The key driver for our urban network capex programme over the CPP period is our
drive to restore network resiliency, and accommodate the post earthquake relocations
and rebuild.

The acquisition of Transpower spur assets located within our network supply area is a
core part of our urban subtransmission development plan.
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The key driver for our rural capex programme is meeting growth (particularly relating to
the dairy industry) and maintaining appropriate quality of supply.

1.5.2 Planned opex

Our historical and forecast opex programme, by activity is illustrated below.

Nominal opex by expenditure category ($000)

100,000 |  wEmergencyMaintenance
® Scheduled Maintenance
Non-scheduled Maintenance
80,000 -

= Network Management and Operations
B General Management, Admin and Overheads

60,000 - I
- l||I||

20,000 -

FYo8 FY09 FY10 FY11 FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19

Nominal opex by expenditure Current Period Assessment Period
category ($000)

Expenditure Categories FYO08 FY09 FY10 FY11 FY12 FY13 FY14
Emergency Maintenance 3,608 3,122 3,495 14,534 20,603 4,925 6,903
Scheduled Maintenance 10,443 11,887 12,577 9,045 7,910 16,210 18,009
Non-scheduled Maintenance 1,888 2,426 2,684 2,494 1,829 1,995 2,118
Network Management and Operations 8,410 8,712 9,498 10,122 11,795 13,681 15,989
General Management, Admin and Overheads 8,038 8,928 9,484 11,414 12,181 17,829 15,736
Total 32,387 35,076 37,738 47,609 54,319 54,640 58,753
CPP Period

Expenditure Categories FY15 FY16 FY17 FY18 FY19
Emergency Maintenance 7,311 9,197 8,092 8,443 8,810
Scheduled Maintenance 20,323 21,138 20,619 21,042 22,065
Non-scheduled Maintenance 2,250 2,394 2,502 2,614 2,732
Network Management and Operations 16,916 17,487 17,706 18,166 18,661

General Management, Admin and Overheads 14,406 15,025 15,965 16,154 17,584

Total 61,205 65,242 64,884 66,419 69,852

Our opex plans have been prepared consistent with our overarching asset
management planning practices, which reflect our lifecycle management strategy for
our electricity assets. We use condition based maintenance practices for our network
equipment and this is reflected in this plan. We aim to manage our assets prudently to
provide a reliable and appropriate quality service for the long term benefits of our
consumers.
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Our support activities, those not directly related to constructing, maintaining and
renewing our electricity distribution system, support our core asset management
processes. Our infrastructure team is responsible for developing and implementing our
asset management policies and practices. Our corporate teams (corporate, finance,
commercial, information technology (IT), human resources (HR), communications)
provide the necessary systems, management support and direction to enable these
functions to operate efficiently and effectively.

Our opex on network assets is dominated by scheduled maintenance. FY11 and FY12
are exceptions to this, and as illustrated above we incurred large emergency
maintenance expenditure following the earthquakes in these years.

Our scheduled maintenance forecast increases in FY13 and continues to be higher
than that we have spent pre-earthquakes. This reflects two key factors: the need to
restore the condition of our damaged network assets; and the cost pressures we face
in our local contract market due to the accelerating construction activity in Canterbury.

Our forecast opex also includes significant expenditure in network and corporate
support services which are predominantly office based. This is represented by the
network management and operations and general management, corporate and
overheads opex categories.

1.5.3 Deliverability

We use a range of contracting resources to deliver our works plan. Our ability to
respond so quickly to the unforeseen demands resulting from the earthquakes and re-
prioritise our projects and programmes accordingly demonstrates the flexibility that we
have available to us in our market. Notwithstanding the resources available we apply
project prioritisation assessments when scheduling our planned works.

We are confident we can deliver the capex and opex programme we have included in
this proposal. Our use of a number of contractors for field work is a core component of
this deliverability objective. In addition we have recently increased and are continuing
to increase our office based resources to provide the necessary planning, operations
and contract management support for these projects.

1.6 Forecasting uncertainty

In applying for a CPP we are required to put forward detailed forecasts for a seven year
period (ie: a two year assessment period and a five year regulatory period). Once a
CPP proposal is submitted, and the Commission has completed its assessment, we
are unable to modify our forecasts. This differs to our AMP planning process where we
update our forecasts annually on the basis of further information and analysis.

Under normal circumstances, we would expect to be able to adequately manage
forecasting uncertainty within a regulatory period. Indeed the five year DPP price path
and quality standards require us to do so. However we are not currently operating
under normal circumstances and new information is constantly emerging about the
condition of our assets, the future needs of our consumers, our input costs and the
development of the Canterbury region.
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We have collated together all of the information we can reasonably acquire, and used
our expertise and judgement to prepare the forecasts on which this CPP proposal is
based. No doubt, information will emerge subsequent to submitting this proposal
which, if incorporated, would cause us to modify our views and/or forecasts. This is the
nature of the process however, and as we are constrained by the two year catastrophic
event application window, we have proceeded with this application in good faith. Itis
therefore appropriate to consider the challenges which face us in committing to a long
term plan during a period of unprecedented uncertainty.

Our expenditure forecasts include no contingency allowances other than an annual
scheduled maintenance allowance of $1.5m (real) per annum over and above our
asset specific scheduled maintenance forecasts. This allowance is regularly included
in our AMP forecasts and is used to provide for uncertainties that impact maintenance
(predominantly scheduled maintenance, but potentially also non-scheduled and
emergency) expenditure. In addition in our corporate opex we have a special projects
budget. This is an annual provision to accommodate responses to specific issues
which may arise. For example this budget has been used to fund the preparation of
our CPP proposal this year. In FY11 and FY12 it was directed to the abnormal costs
we incurred in responding to the earthquakes.

We have included no provisions in our CPP proposal for future catastrophic events.
Should we experience high impact events during our CPP regulatory period, which are
unable to be accommodated in the CPP price path and quality standards, we will seek
to re-open the Commission’s CPP Determination in accordance with catastrophic event
provisions of the CPP IM.

The time constraints and our focus on rebuilding our network have resulted in a CPP
proposal which concentrates primarily on our consumers’ needs, our associated
investment requirements, our network performance, and the appropriate price and
quality standards which are consistent with those needs. Accordingly we have not
included in our proposal any efficiency sharing incentive mechanisms. While we might
consider these when operating in more normal circumstances, we do not believe they
are appropriate for us at this time given our primary focus is in returning to a business
as usual position.
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2 Introduction

2.1 Summary

This section introduces Orion including our network supply area, our ownership,
governance and organisation structures. In addition in this section we describe the
Part 4 Commerce Act 1986 price and quality regulations which apply to us. We explain
how default and customised price and quality standards are provided for under the Act.
In addition we set out in some detail the regulatory provisions for CPPs, the processes
for applying for a CPP and how the Commission will assess our proposal. We
conclude with a summary of how our proposal meets the Commission’s assessment
criteria.

2.2 Background
2.2.1 Introduction

Orion owns the electricity distribution network servicing the Christchurch and central
Canterbury region. The major earthquake activity experienced in Christchurch and
surrounding areas since 2010 has resulted in considerable damage to Orion’s network
and reduced electricity demand due to disruption to the economic activity in the region.
It has also caused significant damage to homes, particularly in the eastern suburbs of
Christchurch.

This has been reflected in reduced revenues and higher costs for Orion. The damage
to the network has also compromised its performance, resulting in more network
outages than experienced before the earthquakes.

We note that over the years we have managed our business efficiently and prudently.
We have insured our assets where it is economically viable to do so and we have
invested to enhance the resilience and diversity of the network. Orion believes that the
relative lack of earthquake-related damage to our key substations, and our effective
responses to the earthquakes, have confirmed our asset management practices and
meant that earthquake related costs and losses to Orion and our consumers have been
minimised.

In addition, the earthquake effects are ongoing. Even though major emergency repairs
are finished, there is still work ahead to build strength back into the electricity network.
Continuity of electricity supply is absolutely vital to the future of the city. The most
important contribution Orion can make to boosting both business and community
confidence in Christchurch is to keep the power on where it is needed, quickly respond
if supply is disrupted, and promptly provide accurate information during major power
cuts.

These earthquake impacts and the need to build strength back into our network mean
we have incurred and will continue to incur costs and losses that are not reflected in
our current prices. We must invest appropriately in our network as the long term
consequences of under investment are severe for consumers. Accordingly, Orion must
now apply for modifications to the rules which determine how our revenue allowances
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and reliability targets are set.

This document sets out Orion’s proposals for revenue allowances and reliability targets
from 1 April 2014 to 31 March 2019, along with supporting explanations and evidence.
Approval of the proposal will not affect prices until 1 April 2014. It has been prepared
in accordance with the requirements for a CPP as set out in Part 4 of the Commerce
Act 1986. These requirements are explained in Section 2.3 below.

The Commission will assess this proposal and consult with interested parties before
making a CPP Determination as to the price path and quality standards which will apply
to Orion over the CPP period.

2.2.2 Orion’s network

Orion’s electricity distribution network is located in central Canterbury between the
Waimakariri and Rakaia rivers, and from the Canterbury coast to Arthur's Pass. Our
network covers 8,000 square kilometres of diverse geography, including Christchurch
city, Banks Peninsula, farming communities and high country.

The following map illustrates Orion’s supply area.
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Orion’s network is fundamental to Canterbury’s social and economic well-being. We
transport electricity from 15 Transpower grid exit points (GXPs) to more than 190,000
homes and businesses. With the exception of a few major consumers, we charge
electricity retailers for this delivery service and retailers, in turn, charge homes and
businesses. Retailers also charge consumers for the cost of generating electricity plus
their retail charge.

The vast majority of our consumers — over 85% — are residential households. The rest
are commercial or industrial premises. Business consumers use around 60% of the
electricity delivered via our network, while residential consumers account for the other
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40%. To reach all of our consumers, we manage a sophisticated network of electrical
assets, load control equipment and multiple computer systems.

Our network is both rural and urban, with consumer densities ranging from an average
of five connections per kilometre of line (excluding street-lighting circuit) in rural areas
to an average of 26 per kilometre in urban areas. Approximately 90% of our
consumers are located in the urban area of Christchurch with the remaining 10% in the
rural area. We have some 320 major business consumers with loads between 0.3 MW
and 5SMW.

Network Summary

Measure At 31 March 2012
Number of consumer connections 190,682
Network maximum demand (MW) 633
Electricity delivered (GWh) 3,070
District/zone substations 52
Distribution/network substations 10,673
Kilometres of 66kV line and cable 200
Kilometres of 33kV line and cable 336
Kilometres of 11kV line and cable 5,657
Regulatory value of network assets ($m) $844m

Further information about Orion can be found on our website http://www.oriongroup.co.nz

2.2.3 Ownership and governance

Orion is directly owned by Christchurch City Holdings Limited (CCHL) (89.275%) and
Selwyn Investment Holdings Limited (SIHL) (10.725%). CCHL is the wholly owned
investment arm of Christchurch City Council (CCC) and SIHL is the wholly owned
investment arm of the Selwyn District Council (SDC). In simple terms, Orion’s ultimate
shareholders are CCC and SDC, who act on behalf of the local community, ie their
ratepayers.

Orion also wholly owns the electrical contracting business, Connetics. Connetics
contracts to construct and maintain substations, overhead and underground lines and
associated equipment. The company also operates an equipment supply and
distribution business and provides engineering design and consultancy services.

The following diagram illustrates our group structure.
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Council Council
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Selwyn Investment Christchurch City
Holdings Limited Holdings Limited

10.725% 89.275%

Orion New Zealand

Limited

100%

Connetics Limited

Our directors are appointed by the shareholders to govern and direct the company’s
activities. The board is the overall and final body responsible for all decision-making
within the company. Our board is responsible for the direction and control of the
company including stewardship of commercial performance, business plans, policies,
budgets and compliance with the law. The Board has approved a delegated authority
policy that specifies actions which staff can take within set levels of expenditure without
reference to the board. Anything significant outside of this policy is put before the
board as required.

The board comprises the following members as at 31 December 2012.
e Chair, Craig Boyce
e Directors, Michael Andrews, George Gould, Paul Munro, Geoff Vazey.

Further information about Orion’s Board can be found on our website at:
http://www.oriongroup.co.nz/company-profile/company-directors

2.2.4 Statement of Intent

Orion is classified as an energy company in accordance with the Energy Companies
Act 1992. Each year Orion publishes a Statement of Corporate Intent (SOI) which is
prepared in accordance with section 39 of that Act and Orion’s constitution. The SOI
sets out the nature and scope of the activities we undertake, our objectives and our key
performance targets.

Section 36 requires Orion, as its principal objective, to operate as a successful
business. This means that Orion is obliged to ensure the company achieves a fair, but
not excessive return on its shareholders’ investment. In addition, Orion seeks to:

e achieve our objectives, both commercial and non-commercial, as specified in the
SOl
e be a good employer
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¢ exhibit a sense of social and environmental responsibility by having regard to the
interests of the community in which we operate
¢ conduct our affairs in accordance with sound business practice.

As set out in our SOI our top priority is the efficient and effective management of our
electricity distribution network. We aim to provide consumers with a high level of
service, a reliable and secure supply at an efficient and cost effective price.

The SOl is reviewed annually in consultation with our shareholders and covers a three
year period. Our most recent SOl was published in March 2012 and covers FY13,
FY14 and FY15. A copy of our most recent SOI can be found on our website at:
http://www.oriongroup.co.nz/publications-and-discloures/statement-of-intent

Our next SOI, covering the three years FY14, FY15 and FY16 will be available in

March 2013.

2.2.5 Management and organisation structure

Orion’s corporate management team is headed by Rob Jamieson, CEO. The following
table sets out the members of the team and their responsibilities.

Corporate management team

Executive

Rob Jamieson
Chief Executive Officer

Gina Clarke
Communications And
Engagement Manager

David Freeman-Greene
General Manager Commercial

Brendan Kearney

General Manager Corporate
Services

Craig Kerr

General Manager Information
Solutions

John O'Donnell
Chief Operating Officer

Adrienne Sykes
Human Resources Manager

Role

Rob was appointed Orion's chief executive officer in August
2011. He has worked for Orion since 1994 in various
capacities, most recently as General Manager Commercial.
Gina manages the communications and engagement
functions at Orion, responsible for consumer and
stakeholder relationships, consultation and seeking
consumer feedback on service performance.

David leads Orion's commercial team, which manages
regulatory matters and compliance, industry relationships,
pricing, billing, investment analysis and consumer
relationships.

Brendan leads the Orion corporate services team, which is
responsible for the corporate and finance functions of the
business. Brendan is also a director of Connetics Limited.
Craig manages the information solutions function within
Orion, which delivers information solutions infrastructure
and provides and enhances information systems to support
Orion's business processes.

John leads Orion's infrastructure team, which manages the
safe construction, maintenance, engineering and operation
of Orion's network.

Adrienne is responsible for the human resources function of
Orion, working at both strategic and operational levels within
the company.
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Further information about Orion’s corporate team can be found on our website at:
http://www.oriongroup.co.nz/company-profile/company-managers

Overall management of our network assets is undertaken at our Christchurch office.
Our main office has been demolished following earthquake damage and we are
currently working from temporary accommodation on site. We are proceeding to build
new offices to IL4 lifelines standard at another location.

The following chart sets out Orion’s organisation structure. At October 2012 we had
169 full time employees.

Corporate Services
Staff=11

Infrastructure
Staff = 130

Commercial
Staff=9

Information Solutions
Staff = 15

Orion Board of Directors
Chief Executive
Consultants and Contractors

Human Resources
Staff=2

Communications &
Engagement
Staff=2

We summarise the main responsibilities of each of our corporate groups below.

Corporate Groups

Group Responsibility

Corporate Our corporate services group is responsible for supporting the other
Services corporate groups in areas such as:
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Infrastructure

Commercial

reporting to the board and shareholders, including regulatory and
statutory requirements

insurance and financial planning

treasury management

debt management

creditor processing

tax obligations

financial accounting systems

payroll

fleet management

We maintain in-house technical and administrative competence within our
infrastructure group to:

manage risk to our assets as well as operational and environmental
risk

manage and develop asset and network policies along with design and
construction standards

scope network extension and maintenance work and prepare budgets
review designs and prepare contract documents for tendering work
manage projects/contracts and interact with contractors

maintain strategic asset records and reliability statistics

manage and monitor the network

manage corporate property

manage safety and environmental compliance systems

assess new technologies

monitor asset emergency spares and supply systems

ensure that security and reliability levels are maintained when
expansion is required to meet load growth

conduct load analysis and forecasting, asset capability monitoring and
contingency planning

liaise with significant stakeholders who shape the development of our
region

interface with Transpower over technical connection issues and
provision of future national grid capacity

provide technical support on protection and control systems
development, power quality and technical standards

investigate the potential and impact of embedded generation in our
network e.g. diesel and wind generation

introduce new business initiatives associated with demand side
management

provide consumer call answering and distribution network fault
management services

Our commercial team is responsible for:

pricing, billing and contracts with retailers
relationships with economic regulators (such as the Electricity Authority
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and Commerce Commission)
e compliance with the industry rulebook
e commercial contracts with Transpower
e advice to retailers and major consumers

Information Our information solutions team is responsible for:

Solutions . . . .
e delivery and management of our information systems infrastructure

¢ the provision, support and enhancement of information systems that
support our business processes
e managing our SCADA system

Human Our human resources team is responsible for:

Resources : .
e human resource strategy development and implementation

e human resource advice and support
e employment-related compliance

Communications Our communications and engagement team is responsible for:
and

e communications planning and implementation
Engagement

e consultation and engagement on substantial projects
¢ managing Orion’s brand

Consultants and contractors

We contract in the services of consultants and contractors to assist us fulfil our
obligations, particularly in relation to capex and maintenance. They do not have any
management responsibilities, but operate on a fixed scope and/or period contracts to
meet the specific needs of our project or programme requirements. Further information
about our use of contractors is set out in Sections 8.5.5 and 9.11.2 of this proposal.

2.3 Regulatory overview
2.3.1 Regulatory regime

We are subject to a wide range of legislation. Our aim is to achieve compliance with all
relevant legislation, regulations and codes of practice that relate to how we manage our
electricity distribution network. Key legislation of relevance to our business includes
the following:

e Building Act

e Civil Defence Emergency Management Act
e Commerce Act

e Electricity (Hazards from Trees Regulations)
e Electricity Act

e Electricity Amendment Act

o Electricity Industry Act

e Electricity Reform Act

o Electricity Regulations

e Energy Companies Act
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¢ Health and Safety in Employment Act
e Local Government Act

e NZ Codes of Practice

e Public Bodies Contract Act

e Public Works Act

e Resource Management Act.

2.3.2 Commerce Act

The provision of the electricity lines services provided by Orion is regulated under Part
4 of the Commerce Act 1986, which is administered by the Commission. Orion is
subject to Information Disclosure (ID) regulation and price-quality regulation which
embodies DPPs and alternative CPPs for those suppliers which require more business
specific price and quality terms.

Currently Orion’s price limits are determined by the DPP price path which commences
with weighted average prices as at 31 March 2010, with allowance for annual price
escalation equivalent to the CPI, and full recovery of transmission costs, industry levies
and local body rate expenses. Quality limits are based on Orion’s historical (FY05-
FYQ09) network reliability performance.

Each DPP is to apply for a period of five years, before being reset. In normal
circumstances the next reset would be at 1 April 2015. However the Commission has
recently determined a number of input methodologies (IMs) which impact on how
regulatory profit is measured. An assessment of regulatory profit is an important
component of determining the allowable price path under the DPP. Part 4 of the
Commerce Act provides for a one-off mid period reset to incorporate the impact of the
IMs, should they result in a materially different price path.

The Commission has recently determined a mid period DPP reset for all EDBs which
are subject to the DPP, with the exception of Orion. This is to apply from 1 April 2013
and prescribes new price limits, but no changes to the quality standards. A further
DPP reset will be made at 1 April 2015, at the end of the current DPP period. That
reset will apply for a period of five years, to 31 March 2020 and will involve new price
and quality standards for all EDBs which are subject to the DPP.

The current DPP has not been reset for Orion. This is because the DPP reset is
unable to accommodate the unique and specific circumstances which we have faced
since the earthquakes.

Orion must therefore apply for a CPP. A CPP is expected to provide Orion with a
different price path and different quality standards than those which would otherwise
apply under this current DPP and the next DPP. When the CPP regulatory period
ends, Orion is able to choose whether to move back to the DPP, or apply for another
CPP.

2.3.3 CPP input methodology

The IMs which apply to EDBs include methodologies for CPPs. These methodologies
prescribe the information which must be included in a CPP proposal, the processes
which must be followed by Orion when preparing its proposal, the methods Orion must
use when calculating its proposed CPP price path and quality standards and how the

48



Orion,

Commission will assess a CPP proposal. The CPP IM, which incorporates these
methods, aims to ensure fair prices and quality standards which meet the long term
interests of consumers.

Additional requirements for CPPs are set out in Subpart 4 of Part 4 of the Commerce
Act 1986. These include timeframes for applying and assessing CPP proposals, what
a CPP may include, and what happens when a CPP ends.

Orion’s CPP proposal has been prepared in accordance with these requirements. By
ensuring our CPP proposal is consistent with the CPP methods we are adopting an
approach which we believe is fair for our consumers.

2.3.4 CPP application process
Prior to submitting a CPP application for consideration by the Commission, Orion must:

e appoint an independent verifier, who must be approved by the Commission

e obtain a verification report which must set out the verifier’'s opinion on Orion’s
service categories, opex and capex forecasts, policies, planning standards,
demand forecasts, key assumptions, input data and the forecasting methods used
in determining forecast demand and capex and opex requirements. In addition the
verification report must identify the areas of the proposal and information the
Commission should focus on when undertaking its assessment

e obtain an independent engineering review of Orion’s proposed quality standard

e consult with consumers as to the likely price and quality impacts of the proposal
should it be accepted by the Commission

e advise consumers of the Commission’s assessment and consultation processes
following a CPP application

e obtain an audit report as to the compilation and material accuracy of the information
in the proposal, including whether the information complies with the CPP IM

e obtain director certification in support of the CPP application.

Orion has completed all of these requirements.

Section 6 describes our proposed quality standard and the independent engineering
review we have obtained, which supports it. A copy of this report is included in
Appendix 3.

Our CPP application includes the necessary directors’ certificates, audit and verification
reports and consumer consultation evidence. In this CPP proposal we have
considered the feedback provided to us from consumers and other interested parties,
the verifier and our auditor. We believe our proposal has benefited from this input and
we have attempted to respond to the comments made, as fully as possible, within the
time available to us.

2.3.5 What happens next

After submitting our CPP proposal, the Commission starts its assessment process.
Within 40 working days the Commission will assess whether our proposal complies
with the CPP IM, including whether it contains all of the required information. If the
CPP does not comply with the CPP IMs the Commission may at its discretion:

e discontinue any consideration of the proposal; or
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¢ request further information from Orion and receive responses within a further 40
working day period.

At the end of that period the Commission will determine whether or not its assessment
of the CPP proposal will proceed. Assuming this is the case, the Commission then has
a further 150 working days to make its CPP Determination. During that time it will seek
submissions from interested persons and consider those submissions. The final CPP
Determination will include a price path and quality standards which may be higher or
lower than those Orion has proposed. It is expected that the CPP Determination for
Orion will come into effect on 1 April 2014.

2.3.6 Assessment criteria
Orion’s CPP proposal is to be assessed with reference to the following criteria:

a) whether Orion’s CPP proposal is consistent with the methodologies specified in
Part 5 of the Commerce Act (Electricity Distribution Services Input
Methodologies) Determination

b) the extent to which a CPP in accordance with Orion’s CPP proposal would
promote the purpose of Part 4 of the Commerce Act (refer below)

c) whether data, analysis, and assumptions underpinning Orion’s CPP proposal
are fit for the purpose of the Commission determining a CPP under section 53V
of the Commerce Act, including consideration as to the accuracy and reliability
of data and the reasonableness of assumptions and other matters of judgement

d) whether proposed capital expenditure and operating expenditure meet the
expenditure objective (refer below)

e) the extent to which any proposed quality standard variation better reflects the
realistically achievable performance of Orion over the CPP regulatory period,
taking into account either or both -

i. statistical analysis of past outage duration (measured as SAIDI) and
outage frequency (measured as SAIFI) performance

ii. the level of investment provided for in proposed maximum allowable
revenue before tax, as the case may be

f) the extent to which -

i.  Orion has consulted with consumers on its CPP proposal
ii.  Orion’s CPP proposal is supported by consumers, where relevant.

Purpose of part

Criterion b) above refers to the purpose of Part 4 of the Commerce Act. The purpose
of Part 4 is set out at section 52A as follows:

52A Purpose of Part

(1) The purpose of this Part is to promote the long term benefit of consumers in
markets referred to in section 52 by promoting outcomes that are consistent
with outcomes produced in competitive markets such that suppliers of regulated
goods or services -

(a) have incentives to innovate and to invest, including in replacement,
upgraded, and new assets; and

(b) have incentives to improve efficiency and provide services at a quality that
reflects consumer demands; and
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(c) share with consumers the benefits of efficiency gains in the supply of the
regulated goods or services, including through lower prices; and
(d) are limited in their ability to extract excessive profits.

Expenditure objective

Criterion d) above refers to the expenditure objective, which is defined in the CPP IM

as follows:

The expenditure objective means the objective that capital expenditure and
operating expenditure reflect the efficient costs that a prudent non-exempt EDB
would require to -

(a) meet or manage the expected demand for electricity distribution services, at
appropriate service standards, during the CPP regulatory period and over the
longer term; and

(b) comply with applicable regulatory obligations associated with those services.

2.3.7 Assessment against criteria

We have considered these criteria in preparing our proposal and believe we have fully
met the requirements set out above. Our approach to each of the assessment criteria
and identification of relevant supporting evidence is summarised in the following table.

How our CPP Proposal addresses the Commission’s assessment criteria

Criterion

Our proposal

a) Consistent with  Our proposal applies all of the IMs

IMs

b) Promote
Purpose of Part 4

c¢) Information
provided is fit for

as intended

Our proposal specifically considers
the long term needs of our
consumers by ensuring sufficient
and efficient investment is made to
restore and maintain network
resilience, by providing for
significant improvements in
network reliability over the CPP
period, by smoothing the price
impacts over a number of years
and by ensuring Orion’s
shareholders earn returns which
are commensurate with, and no
more than, the risks associated
with our business

Our proposal contains robust and
comprehensive information which

Supporting evidence

Audit NZ Audit Certificate,
Directors’ Certificate, Verifier's
Report, Independent Engineer’s
Report

Jeff Balchin’s (PwC) Independent
Expert Report (Appendix 1),
James Mellsop’s (NERA)
Independent Expert Report
(Appendix 2), Richard Gibbon’s
(Linetech Consulting) Independent
Engineering Review Report
(Appendix 3), along with the
explanations and evidence
included throughout this proposal

Audit NZ Audit Certificate,
Directors’ Certificate, Verifiers
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purpose

d) Proposed
capex and opex
meets
expenditure
objective

e) Quality
standard variation
reflects
realistically
achievable
performance

f) Consultation
with consumers

addresses all of the IM
requirements. We have included
our rationale for any judgements or
estimates we have made. We
have sought independent review of
the information included

Our capex and opex plan reflects
our detailed planning processes, a
careful assessment of the short
term and long term needs of our
consumers and our legislative
obligations based on the
knowledge and information we
have available to us at this time

Our proposed quality standard
variation specifically recognises
our immediate challenge to restore
our network resilience following the
Canterbury earthquakes

Our proposed quality standard
which aims to restore our pre-
earthquake network quality
standards is consistent with
feedback from our consumers.
Our proposed price path
accommodates consumer
concerns regarding price increases
by spreading the impact over a ten
year period, and deferring cost
where practicable.

Report, Independent Engineer’'s
Report (Appendix 3) along with the
detailed information presented in
this proposal in particular Sections
6, 7, 8 and 9, and our summary of
compliance (Appendix 4)

Evidence set out in Sections 8 and
9 of this proposal, and supporting
material identified throughout
those sections along with the
Verifier's Report

Independent Engineer’s Report
(Appendix 3), along with evidence
set out in section 6 of this proposal

Summary of consultation set out in
our CPP application, further
discussion included in Sections 6
and 7 of this proposal
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2.4 Appendices and supporting documents

Section 2 — Appendices

Appendix Title

1 PwC Report on Catastrophic Event Cost Recovery

2 NERA Peer Review of PwC Report

3 LineTech Consulting Report on Proposed Reliability Standards
4 Satisfaction of CPP IM information requirements

Section 2 — Supporting Documentation

Statement of Corporate Intent
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3 Reasons for the proposal

IM 5.4.2

3.1 Summary

This section describes the major earthquakes which have hit Canterbury since
September 2010. It includes a description of the damage to our network, our
preparation in advance of these catastrophic events and how we responded. We also
quantify the impact of the earthquakes on our costs and revenue and our network
reliability performance.

This section also includes a description of our DPP price and quality standards, the
Order in Council (OIC) option we investigated in 2011 and our decision to apply for a
CPP.

The key reasons supporting our decision to apply for a CPP may be summarised as
follows:

¢ Canterbury has been hit by catastrophic earthquakes over a prolonged period
which commenced on 4 September 2010. Evidence and explanations
demonstrating the impact of those earthquakes on Orion and the wider Canterbury
community are included in this proposal

e as aresult, our revenues have fallen and costs have increased

e our network resilience and reliability has been impaired and we are unable to meet
our DPP quality standards

e accordingly we must now invest in our network to restore its resiliency and regain
reliability standards which meet the needs of our consumers

e our prices are currently regulated under the DPP, and these are insufficient for us
to recover our costs and earn a fair return on our assets. While we had prudently
insured our assets to the extent economically viable, it is not possible to fully insure
lines and cables and we therefore must recover our costs on an ex-post basis from
consumers. The DPP price path does not include allowances for the impact of
catastrophic events.

This CPP proposal therefore seeks a new price path and new quality standards which
better meet our post-earthquake circumstances, than those which currently apply to us
under the DPP.

The remainder of this section of the proposal is structured as follows:

e Section 3.2 describes the earthquakes

e Section 3.3 explains the impact of the earthquakes on Orion

e Section 3.4 describes the OIC option we pursued prior to preparing this CPP
application

e Section 3.5 describes the DPP price and quality regulation which otherwise applies
to us

e Section 3.6 documents our decision to apply for a CPP

e Section 3.7 explains our approach to the CPP application

e Section 3.8 summarises the key evidence contained in the CPP proposal
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e Section 3.9 lists the appendices and other supporting documents which support
Section 3.

3.2 Earthquakes

On 4 September 2010 Canterbury was hit by a 7.1 magnitude earthquake. The
earthquake had an epicentre near Darfield, about 40km west of Christchurch City.
There were no fatalities as a result of this earthquake, which is believed to partly reflect
the fact that the earthquake occurred in the early morning, and was centred in a rural
location. There was however widespread damage to infrastructure. Many masonry
buildings, which were largely unreinforced, sustained damage. In addition the eastern
suburbs of Christchurch and Kaiapoi township were seriously affected by liquefaction
and lateral ground movement.

An aftershock sequence of more than 12,000 aftershocks of varying magnitude began
that day and is ongoing. All of the earthquakes experienced since are the result of
ruptures on faults not known to be active prior to the September 2010 earthquake.

Major earthquakes followed, the most notable being the deadly and devastating 6.3
magnitude earthquake on 22 February 2011 that struck near Lyttelton on the Port Hills,
the 6.3 and 5.7 magnitude earthquakes of 13 June 2011 and the 5.8 and 6.0
magnitude earthquakes of 23 December 2011. The event on 22 February was by far
the most serious, resulting in 185 deaths. The fault that ruptured was at a shallow
depth and had an epicentre in the Port Hills, just to the south of Christchurch. In the
worst-affected suburbs, houses and businesses were without power, water and
sewerage for some time, and roads were damaged and unsafe. The Government
declared a State of National Emergency in New Zealand on the day following the 22
February 2011 Christchurch earthquake which remained in place for almost nine
weeks. This is the first State of National Emergency in New Zealand'’s history following
a civil defence emergency, illustrating the unique circumstances Orion is working in.

The 22 February earthquake had devastating consequences. Two buildings collapsed
catastrophically, where 133 people lost their lives and others were seriously injured.
Failure of other buildings along with rock falls and other consequences caused the
deaths of 52 people and many injuries.

As a result of the earthquakes, the CBD was also altered irrevocably. By mid 2012,
CERA estimated that more than 650 buildings had been demolished in the CBD. ltis
projected that the total number of demolitions will be about 1100. In addition, over
7,000 houses are to be demolished. This widespread destruction not only has a
severe economic impact on Canterbury, it has also imposed significant social and
cultural costs to our region.

The following photo taken from the Port Hills a few minutes after the 22 February
earthquake shows the scale of the destruction, with dust rising from falling masonry.
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Christchurch City immediately following the 22" February 2011, 6.3 magnitude earthquake

3.2.1 Immediate impacts on our network

On 4 September 2010, more than 150,000 consumers lost power. This is
approximately three quarters of our consumer base. 90% of these had their power
restored by nightfall that same day, and by the end of the week, supply was restored to
virtually all consumers.

The damage caused by the February 2011 earthquake was about ten times greater
than the September 2010 earthquake and approximately 20 times as severe as the
most significant natural event to have previously occurred in Canterbury, a severe
show storm in 1992. Approximately two thirds of consumers lost power in the February
2011 earthquake. By the end of the next day we had restored power to 50% of our
consumers; by the end of the week 86%; and within ten days 95%. With the exception
of cordoned areas (and feeders originating within cordoned areas), we restored all
consumers that wanted power within 24 days.

The extensive impact across our network is illustrated in the following diagrams.

Approximate areas without power on the day of the February 2011 earthquake and ten days later

Christchurch earthquake F o Christchurch earthguake |
Approximate areas without power | a1 !9;! Approximate areas without power
at 2:00pm Tuesday 22/02/2011 ‘ T} ek at 3pm Friday 4103/2011 u
' rk“-’- T *f
]

The 13 June 2011 earthquakes caused 56,000 consumers to lose power. 99% were
restored within 48 hours. The 23 December 2011 earthquakes caused 31,000
consumers to lose power. 99% were restored by nightfall.
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3.2.2 Damage to our network

Following the 4 September 2010 earthquake our network sustained the following
damage:

e Greendale, Pages and Brighton zone substations were damaged, but remained
operational. Minor damage was also incurred in other substations but seismic
strengthening work undertaken previously prevented significant damage

¢ distribution buildings, kiosks, and associated transformers and switchgear
sustained minor damage. Buildings had been strengthened and damage was
confined to some cracking in walls and floors. There was also a few instances of
ground subsidence

e damage occurred to underground cables in areas where ground moved laterally,
mostly in the Brighton, Dallington and Avondale areas. The 66kV cables crossing
the Avon River at Dallington were damaged but remained functional. Damage to
66kV cables at Brighton was also suspected, and these cables were down-rated.
Multiple faults occurred in approximately 30 (4%) of the 11kV underground cables,
particularly older cables. Some cable failures occurred in the CBD due to building
damage

e overhead 66kV towers and poles appeared undamaged. Some insulators and
binders were damaged along 33kV lines and rural 11kV lines. In addition some
poles moved and pole foundations were damaged due to liquefaction and ground
movement.

Our urban supply area showing the location of substations

Orion zone
substations

November 2012

Christchurch Airport

HAREWGGD!
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The February 2011 earthquake was considerably more destructive, severely damaging
properties and infrastructure throughout the eastern suburbs of Christchurch and
forcing the virtual abandonment of the central business district. A significant portion of
the central business district remains off-limits. The most extensive network damage
was to the underground cables in the north east suburbs of Christchurch. Four 66kV
underground cables in this area were damaged beyond repair and the 11kV
underground cables in the area also suffered many faults. Massive lateral forces
caused more faults on the underground network than we would normally see in a
decade. We anticipate that some damage to our underground cables may not become
apparent for some time. The most significant damage comprised:

e major damage to the underground network as 50% of 66 kV cables suffered
damage. The 66 kV cables supplying the Dallington and Brighton substations failed
and damage also occurred to the Armagh Street 66kV cables

e 10 per cent of 11kV cables suffered multiple damage
¢ asmall amount of damage impacted LV cables

¢ the New Brighton zone substation was lost due to liquefaction, as water up to 0.5
meters entered the substation building

e one substation suffered extensive ground failure, two further substations were
damaged by rock fall and a few kiosks moved

e damage to overhead lines was light with approximately 80 poles moving.

Damage was compounded by the 13 June 2011 and the 23 December 2011
earthquakes. These aftershocks caused around 10 times the number of underground
cable faults per week that we would usually have seen pre-earthquakes. We
experienced 130 11kV cable faults. No damage was incurred on the 66kV cables.

A summary of the damage that our network suffered in the February 2011 earthquake
is shown graphically overleaf.
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* 50% of cables damaged -
30km out of a total of
60km

* Built two temporary 66kV
overhead lines from
Bromley to New Brighton
and Dallington to replace
four underground cables
which were damaged
beyond repair

* Four of 314 substations
severely damaged

+ Built a new major
substation in
Keyes Road, New Brighton
to replace the damaged
Pages Road substation

* Assessing options to repair
or replace the other three
damaged substations

* 15% of cables damaged -
330km out of a total
of 2,200km

+ 1000+ faults

* At least 12 hours of
work needed to repair
each fault

* 95% of all known faults
have been repaired

* Some damage

= 4,500 local sub-
stations being
individually
assessed - some
have moved

* Some damage,
including cracked
insulators and poles
affected by liquefaction

* Repairs are underway -
it will take three to
five years to find and
fix all the damage

* Badly damaged
buildings need to be
disconnected before
we start repairs
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The following images illustrate the ways in which our network was affected by the
larger earthquakes.

66kV underground cables stretched and broke through ground movement
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3.2.3 How we prepared for an earthquake

Over the last 20 years risk mitigation has been an important part of Orion’s planning.
We believed that a network planned for resilience could play an important part in the
rapid resumption of electricity services post a disaster. As it turned out we were
unfortunately proven right.

Over the years, in collaboration with national grid owner Transpower, we engineered a
strong electricity supply network for Canterbury. Where risk to the power supply
couldn’t be easily eliminated we controlled the level of risk through the use of
emergency training, staff competency, safe work practices, planning and network
design. For instance, rather than have a single line or cable into an area, we have
multiple links, so if one fails, there is an alternative power supply route. This meshed
approach to network architecture is one used most often in urban networks and it
greatly increased our ability to restore power promptly after the earthquakes.

Also, as part of our risk mitigation planning, during the mid-1990s Orion participated in
an ‘engineering lifelines’ study into how natural disasters would affect Christchurch.
That study prompted us to spend $6m on seismic-protection and strengthening work.
This included:

¢ reinforcing bridges carrying cables across rivers

e strengthening our substation buildings, many of which are of an older brick
construction type

e bolting down transformers, a lesson from the 1986 Edgecumbe earthquake

e other minor preventative measures such as tying the batteries used for control
systems to substation walls.

Investment in technology also assisted us during the earthquake response. For
instance we installed innovative wireless communications equipment that continued to
operate throughout the earthquakes. This technology helped us restore power in rural
Canterbury sooner that we otherwise would have been able to.

Also, our commercial incentives to large electricity consumers, such as hospitals and
the Police, had encouraged them to install diesel generators and use them during
periods of peak power demand. This meant many were well prepared with back-up
power supply that worked when earthquakes struck.

Prior to the earthquakes, we developed and maintained ‘Mutual Aid Partner’
agreements with other electricity distribution companies to provide support in situations
where a network was affected by a large scale natural disaster. This prearranged
support was vital in the aftermath of the February 2011 earthquake.

In addition, we regularly contributed to emergency readiness programmes run with Civil
Defence and other utility organisations. Participating in these exercises enabled Orion
to test its emergency processes and procedures and make improvements from any key
lessons learnt.
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An independent study, ‘The Value of Lifeline Seismic Risk Mitigation’ commissioned by
the Earthquake Commission, reported that Orion's earthquake-strengthening work and
planning resulted in substantial of repair and replacement costs being avoided by
Orion. Avoided detriment to Canterbury's economy was estimated at many times
more.

We note that our pre earthquake planning was informed by our proximity to the Alpine
fault. The recent earthquakes were not associated with that fault. It is expected that
earthquake activity will arise as a consequence of the Alpine fault at some stage in the
future. We need to be prepared for that.

3.2.4 Our response
Our responses to the earthquake damage involve:

e repairs where economic

o replacement where repairs are not economic or where repairs cannot occur quickly

e temporary alternatives where replacement cannot occur quickly

¢ planned projects brought forward to improve network capacity and security of
supply to areas where our network is still vulnerable

e new diesel generator sets to provide backup power supply.

In the following paragraphs we describe our immediate responses to each of the major
events which have occurred since September 2010.

September 2010

Orion’s control centre located in Manchester Street suffered little damage in September
2010 and no failure of control systems occurred. Additional staff started arriving at the
control centre within 30 minutes of the earthquake. An initial visual assessment
indicated that assets sustained only limited damage. This proved accurate and the
majority of the network was quickly restored.

February 2011

Our head office buildings were badly damaged in the February 2011 earthquake and
we were forced to relocate to our ‘hot site’. The hot site is a live and operational
network control centre that we maintained for such an emergency. In addition to our
regular contractors, we soon had more than 240 extra fault staff working on repairs.
These additional resources came from our mutual aid partners (other EDBs), and local
electrical contractors. We were also able to divert resources from planned work to fault
restoration.

Our initial focus was on isolating damaged properties at the request of consumers or
under the instruction of emergency services. Over the first few days we identified a
number of areas where we were unable to restore supply quickly due to the degree of
damage to underground cables. In these instances it was necessary to isolate faults
and use temporary generators to restore supply as quickly as possible, prior to
repairing cables.
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Orion’s (now demolished) head office post February 2011

We sourced additional generators from other providers and EDBs. At one point we had
24 generators operating to supply electricity to 10,000 consumers. We were able to
progressively remove the generators once damage was repaired with the last being
removed in mid April 2011, nearly 2 months after the earthquakes.

Our immediate major recovery initiatives included building a new substation in Rawhiti
Domain in New Brighton to replace the severely damaged Pages Road substation.
The new substation began to supply load to consumers in early July 2011.

We also built two temporary 66kV overhead lines to bypass the damaged underground
cables. The first temporary line extends from the Transpower GXP in Bromley to
Pages Road substation and from there to our new Rawhiti substation, over a distance
of four km. The second temporary line also starts at the Transpower GXP in Bromley
and extends to our Dallington substation, a length of four and a half km. These lines
were needed to keep power on to 20,000 consumers in north-east Christchurch, until a
permanent supply from Bromley to the existing Dallington substation, and the new
Rawhiti substation is completed in 2014.

June and December 2011

The June and December 2011 earthquakes weren’t so damaging, although our head
office building sustained further damage. This fully insured building has since been
demolished and we are operating from a temporary site until permanent offices are
built. On the network, fault levels have been higher than normal since the earthquakes
and it is expected that further cable damage may yet be discovered. It is also expected
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that earthquake damage to overhead lines will emerge over time. This is consistent
with our expectations that we will move into a recovery phase once the immediate
consequences have been addressed. Recovery is the final ‘R’ of our ‘4 Rs’ risk
management philosophy which incorporates Risk Reduction, Readiness, Response
and Recovery. We anticipate our Recovery activities will take many years.

Current network status

All of our major emergency repair work was completed by September 2011. During
this time we were also responding to normal outage events, which were not related to
the earthquakes, such as weather and third party interference.

Residents and businesses across our network area (except in the CBD red zone) could
use power as normal from September 2011. We have also installed diesel generators
in the north east of the city, and have a number of others on standby.

As the majority of our network repair and enhancement responses to the earthquakes
are now completed or underway, our priority is to return our network to an acceptable
level of resiliency and security. In addition we have commenced building new offices,
to an IL4 lifelines standard, consistent with our obligations under the Civil Defence
Emergency Act. Our current temporary office building is due to be demolished as part
of the CERA CBD development project.

The earthquakes have tested our security of supply standards, our policies, our
investments and our procedures. Over the years we have invested to enhance the
resilience and diversity of the network. Orion believes that the relative lack of
earthquake-related damage to our key substations, and our effective responses to the
earthquakes, have confirmed our asset management practices.

We engaged Kestrel Group to independently review our preparedness for our response
to the earthquakes and they have endorsed our approach. The Kestral Group are
experts in emergency management, business continuity and crisis management.

The main conclusions drawn by the Kestral Group are:

¢ Orion’s management approach, featuring systematic and sustained investment in
seismic mitigation, was central to rapid and effective electricity restoration

¢ since the September earthquake, Orion has demonstrated an ongoing willingness
to seek self-improvement

¢ the importance of maintaining safety as a top priority despite the pressure of work.

In addition, the report makes the following observations in its Executive Summary:

e for many years, Orion has actively sought continued service improvements to meet
consumer needs. Orion’s approach has included identifying and initiating work to
improve network resilience so as to minimise economic impacts caused by outages
including outages caused by earthquakes

o the improvement programme can be traced back to the mid-1990s Christchurch
Lifelines report: ‘Risks and Realities’. This report led to the inception of an ongoing
seismic strengthening programme that commenced in 1996 and progressed
systematically each year
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e since the mid 1990s, Orion has invested $41 million in increasing the resilience of
its network, learning from events such as the 1987 Edgecumbe earthquake and
from engineering and geotechnical assessments. All new structural assets and
existing strategic structural assets, e.g. subtransmission lines and zone
substations, are designed to withstand a 500 year seismic event with little or no
service disruption

e the seismic strengthening component cost $6 million, an investment Orion has
estimated to have saved Orion $60 to $65 million in direct asset replacement costs
in the earthquakes. The balance between costs and benefits is even more
pronounced when societal benefits (i.e. gains to the community that don’t appear in
Orion’s accounts) are taken into account

¢ Orion and Orion's contractors worked effectively to restore electricity as rapidly as
possible following the earthquakes. Design and construction work for new
overhead lines following the February earthquake were achieved extremely quickly

¢ Orion’s operations and engineering groups experienced huge workload increases
following both earthquakes — the teamwork culture that Orion fosters assisted
greatly in maintaining morale and restoration momentum

e much of the earthquake damage to electricity (and other) assets were a result of
liquefaction and lateral spreading. The seismic strengthening generally, and
successfully, addressed shaking hazards.

¢ while much electricity supply was lost as a result of cable damage, the extensive
interconnections in Orion’s 11kV and 400V network facilitated electricity restoration
by providing routing options not available in radial (non-networked) distribution
systems

¢ risk management is prominent in Orion’s management practices. For example,
Orion has adopted the ‘4 Rs’ (Risk Reduction, Readiness, Response and
Recovery) in its emergency management arrangements quite explicitly. Integration
of emergency management with operational management functions in this way may
be unique in New Zealand Lifeline circles

¢ looking ahead, a balance will need to be found between longer-term reliability and
expenditure on security. It is unlikely that electricity supply reliability will recover to
previously favourable levels without a significant ongoing commitment of resources
to underground repairs.

A full copy of the report is available at http://www.oriongroup.co.nz/publications-and-
disclosures.aspx

Lessons learned

As borne out by this independent review, preparation and planning meant Orion was
able to respond well to the earthquakes. However, we still learnt some valuable
lessons about risk management which we are implementing (for example moving away
from basement substations) in order to make ourselves more resilient should our city
suffer disaster again.

For instance, in the weeks following the February 2011 earthquakes, we were the first
EDB in New Zealand to invest in a portable computer centre to house our operating
and control systems. This mobile ‘nerve centre’ allows us to place the backup
equipment at a different location from the main computer room to help mitigate risk.
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This mobility allows us to operate from many locations throughout the city, if our main
head office location were to ever again become uninhabitable.

In addition, during 2011 we implemented the final stage of our new network
management system (PowerOn), which allows us to keep track of the real-time state of
our electricity network. This technology significantly improves our ability to manage
network emergencies and restore power faster when outages occur. The heart of the
system is a computer-based model which holds information about every circuit breaker,
transformer, line, cable and all the other equipment on our network. The system helps
us better manage our assets, plan maintenance in smarter ways and minimise the
potential for equipment overload.

Our preparation for, and response to, earthquakes and other natural hazards is subject
to ongoing review, with a focus on where we can improve. We will continue with a
prudent risk-based approach to our network planning and management.

What happens next?

Even though major emergency repairs are finished, there is still work ahead to build
strength back into the electricity network. This is our recovery phase. Continuity of
electricity supply is absolutely vital to the future of the city. The most important
contribution Orion can make to boosting both business and community confidence in
Christchurch is to keep the power on where it is needed, quickly respond if it goes out,
and promptly provide accurate information during major power cuts.

In this respect two city and regional strategy documents have been recently published
which are key to the recovery of Christchurch:

o the CERA Recovery Strategy for Greater Christchurch, published May 2012
e CERA’s Christchurch Central Recovery Plan, published July 2012.

Both of the above documents have been approved by the Minister for the Canterbury
Earthquake Recovery. These are critical to restoring confidence in the city. The
proposed central city blueprint plan is illustrated overleaf.

Consistent with CERA’s strategy documents, Orion’s principal roles during the recovery
phase will continue to be to:

e protect and enhance our electricity network, restore network resiliency and support
future growth

e co-operate with property developers, local authorities and other agencies to ensure
timely provision of network services

e make it easy for consumers to connect to our network

e support growth and the provision of on-site and distributed electricity generation
such as solar power and wind generation where this is economically justifiable.

We consider we have a critical role in assisting to restore confidence in the city.
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Proposed central city blueprint plan

3.3 Impact on Orion

As explained above, the Canterbury earthquakes have caused considerable damage to
our network, particularly in the eastern suburbs of Christchurch. Our network resilience
and reliability has reduced following the earthquakes and we are working hard to
restore the network to its pre earthquake performance. Our electricity distribution
network is fundamental to Canterbury’s economic and social well being and we need to
accommodate Christchurch’s rebuild which includes redevelopment of the central
business district and the creation of new residential and business subdivisions.

Accordingly we are no longer operating in a business as usual environment and it will
be some time before this can be achieved. This CPP proposal is a direct response to
these circumstances.

3.3.1 Impact on revenue, opex and capex

The following table summarises the material incremental financial impacts (compared
to budget) which have arisen as a result of the earthquake, to 31 March 2012, as
disclosed in our FY12 financial statements. We note that as time goes by it is
becoming more difficult to distinguish between earthquake and non earthquake
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impacts.

($m pre-tax) FY11 FY12

Increased operating expenses 12.6 14.0
Increased major capex - 10.6
Reduced electricity delivery revenue 3.1 20.6
Insurance settlement revenue - 22.3
Opex

Our operating costs increased in direct response to the earthquakes as we undertook
substantial emergency works and repairs. These were offset to some extent by
deferral of planned opex. We estimate $6.1m of planned opex was not completed in
FY12 due to prioritisation of earthquake recovery activities. We note that there is a
need to prioritise the earthquake response in order to manage the large number of
tasks to be completed and accommodate the needs of consumers and other external
agencies such as CERA.

Capex

We also incurred extraordinary capital costs once we started to repair and rebuild the
network. The major projects completed in FY12 comprised the temporary 66kV
overhead lines ($1.6m), the new New Brighton substation ($8m) and investment in
standby diesel generators ($1m). No major capex projects were cancelled in the year,
although a number were postponed until future years. Major earthquake related capital
work is ongoing and Sections 8 and 9 of this proposal describe our current and planned
projects in this respect. We note that we must invest appropriately in our network as
the long term consequences of under-investment are severe for consumers.

Delivery revenue

As many of our consumers suffered substantial damage to their homes and
businesses, electricity consumption declined and many connections (particularly in the
CBD) were either cordoned off or abandoned. This impact was most pronounced
following the February 2011 earthquake. This meant our electricity delivery revenue
fell as a result of the immediate loss of supply following each event, and the ongoing
disruption to our consumers, even once supply was restored to those who were able to
receive it. Accordingly, electricity volumes across our entire network were about 10%
below budget for FY12. Our projections of the future electricity demand on our network
are set out in Sections 7.2 and 9.7 of this proposal. We note that we do not have
perfect information about the likely future development of the city. We are doing
everything possible to gather the information we need to contribute to city planning and
determine our own investment requirements.

Insurance settlements

Orion’s network was insured to the fullest extent that was economically viable. The
group has two key insurance policies relevant to the recent earthquakes as follows:

e material damage — this is a full replacement policy and covers the group’s corporate
properties and most of its key substations (it excludes those substations sited in
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consumers’ premises). Network overhead lines and underground cables have not
been insured as it has not been economic to do so

e business interruption — lost revenues and additional costs are claimable if they arise
‘...as a consequence of...” damage to the group’s insured assets and occur within
the first eighteen months following the event.

We note that our loss of revenue claims are expected to be minor because most of our
lost revenues are as a result of depopulation effects and damage to our cables and
lines.

Orion’s main head office buildings suffered significant damage. We have reached
agreement to cash settle with our insurers on three of our significant buildings on the
head office site, and their unrecoverable contents, for the impacts of the 22 February
2011 and 13 June earthquakes. Further settlements are expected in the current year
and our revenue forecasts include allowances to this effect. This information is set out
in Section 7.3.7 of this proposal.

However, we face significant unanticipated and uninsurable costs and losses arising
from the catastrophic and unprecedented events. It has not been and continues to not
be economically practical to fully insure Orion’s overhead lines and underground cables
for catastrophic events. These assets comprise approximately 65% of the replacement
value of our network. It has been economic to ensure our key substation assets, which
we have consistently done and will continue to do. Further information regarding
Orion’s approach to insurance is set out in Sections 7.1.3 and 9.23.7 of this proposal.

As our current prices were set before the February 2011 and subsequent earthquakes,
we need to consider how we pay for the unanticipated and uninsurable costs that we
have incurred as a result of these catastrophic events.

We note that we have increased our line charges at less than the rate of inflation over
the last decade, and we did not increase them at all this year, i.e. at 1 April 2012. Our
line charges are relatively low when compared to other networks as shown in the table
below.

Orion's price relative to other New Zealand electricity distributors
(FY10 average kWh price excl. GST)

10 1

Cents/kWh excl. GST
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In addition, the detrimental financial impacts on our business are ongoing, yet our
network is as needed today, as it was before the earthquakes in order to support the
rebuild and maintain economic and social activity. Our forward looking expenditure
plan (which is set out in detail in Sections 8 and 9 of this proposal) includes significant
remedial expenditure necessary to restore our network to its pre-earthquake condition.
In addition, we must accommodate the changes to our region which have been brought
about by the earthquakes, as people and businesses relocate. It has therefore been
necessary for us to review our asset management plans, revise our capex and opex
projections and accordingly review how we will set our prices over the near to medium
term.

Impact on long term plans

It is difficult to quantify the earthquake impact on our longer term expenditure plans,
because these plans are updated annually to reflect new information and further
investigation into likely network constraints and solutions.

A direct comparison between our CPP forecasts and our 2010 AMP (published in
March 2010, prior to the first major earthquake in September 2010) demonstrates, that
for the FY13 to FY19 period we are now forecasting:

e $156m more in network capex than we were in 2010
e  $22m less in network maintenance than we were in 2010.

These values are expressed in FY13 real terms and exclude the impact of increases in
non-network expenditure, such as our new head office site and building. As we have
not in the past prepared long term forecasts for our non network capex and opex it is
not possible to present a similar comparison for non network expenditure. We note
that we will include long term forecasts for non network expenditure in our AMP to be
published in March 2013.

3.3.2 Impact on performance

The damage experienced to the network has compromised our network resilience and
reliability, and we are working hard to restore it to pre-earthquake levels as we recover
over the next few years. We are reviewing our fundamental network architecture and
other assumptions which will determine our network resilience and reliability
performance. Historically our network reliability performance has consistently been in
the top (best) quartile of New Zealand EDBs, as expected for urban/metropolitan
networks. This is illustrated in the information provided in Section 6.2.1 of this
proposal, and the diagram below.
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Orion's position relative to the SAIDI average of other NZ electricity network companies
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Consumers have experienced a considerably less stable network since the
earthquakes, as a result of the outages experienced in the days after the earthquakes
and the ongoing network failures since. The massive impacts of the earthquakes on
our reliability can be seen in the graph below.

In FY12 and the months since, our reliability remains below where it was pre-
earthquakes. As explained in detail in Section 6 of this proposal, despite our best
endeavours, we do not expect that our network reliability will return to pre-earthquake
levels for the foreseeable future although we do expect it to improve within that time.
Specifically, in the near to medium term:

e we are carrying out a program of cable testing that is estimated to take in excess of
five years to complete

o it will take a number of years to replace the temporary overhead 66kV lines in the
urban area and to restore our necessary level of security to the Rawhiti and
Dallington zone substations

¢ the significant repair and rebuilding of other infrastructure (roads, water and waste
water services) exposes our assets to a higher level of risk of damage

e we anticipate we will require more planned outages to accommodate not only our
own repairs, but the other construction activity to be undertaken in and around our
assets.

As our network has been subject to catastrophic impacts and as it will take some time
to restore our network resilience and performance, it is necessary for us to review our
quality standards and prices for the near to medium term.
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3.4 Order in Council

During 2011, Orion sought an OIC under the Canterbury Earthquake Recovery Act to
address our electricity distribution pricing. We anticipated that an OIC would have
enabled us to recover some or our entire earthquake related costs and lower revenues
in a timely way and to spread that financial recovery over several years.

However, in February 2012 it was decided that applying for a CPP in accordance with
the Commerce Act was a more appropriate approach. We note that at the time we
were applying for an OIC there were no provisions available to us to apply for a CPP in
response to a catastrophic event — the relevant provisions were not gazetted until
February 2012.

Accordingly, we are now required to make a CPP application to address our abnormal
circumstances. This is required to provide us with new regulatory quality standards
and a new price path.

We were disappointed with this outcome. We believe that an OIC would have provided
a superior solution for our consumers because we would have been able to provide
more certainty earlier, and at lower cost.

The CPP process is extremely resource intensive and we have had to divert resources
from developing and implementing our earthquake recovery programme, to preparing
the material which we are required to include in this CPP proposal. This has placed
additional burdens on our staff during a time of unprecedented pressure and
uncertainty for them. Many of our staff have incurred personal losses as a result of the
earthquakes, and as has been widely reported, reparation for these losses is taking
significant time to resolve.

3.5 Default price-quality path

Orion is currently subject to price limits and minimum quality standards which are set
by the Commission once every five years under a DPP Determination. Prices for
electricity distribution services are currently able to be adjusted annually in line with
CPI. The reliability standards which we must meet are constant for a period of five
years, however in order to accommodate year on year variation in reliability
performance, we are permitted to exceed these standards no more than once every
three years. This recognises that factors such as external events and equipment
failure influence the number and duration of our network outages. External events
include storms or other parties working around our cables and lines which may
inadvertently damage our equipment.

The DPP can no longer fully accommodate Orion’s circumstances given the significant
impacts of the earthquakes on our network and our consumers. The current DPP price
path and quality standards which apply to Orion were deemed to be reasonable in
2010, and for the next five years, based on what was known at that time. However,
given the catastrophic nature of the earthquakes, that is now not the case.
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Our network expenditure has increased as a result of the earthquakes. This reflects
the costs of our immediate response in getting power back on to everyone as quickly
as possible. It also reflects the ongoing costs associated with repairing our damaged
network and offices and rebuilding the resilience in our network required to mitigate the
impacts of potential future events such as storms, floods or earthquakes.

Further, as stated above, our revenue has fallen because of the extensive damage to
the homes and businesses of our consumers, particularly in Christchurch city and the
eastern suburbs of Christchurch. While Orion’s network was insured to the fullest
extent that was economically viable, and significant insurance proceeds have been
obtained to assist to fund our repairs, it is not possible to fully insure our lines and
cables for the impact of catastrophic events. We note that we had invested prudently
in network resilience and diversity, which minimised the impacts of the earthquakes
considerably. These factors mean we are unable to meet our costs, including a normal
rate of return on our investment.

Finally we are currently not able to meet the DPP quality standards which were set for
us in 2010, and apply to us until 31 March 2015. The quality standards impose
minimum network outage duration (SAIDI) and outage frequency (SAIFI) limits on us.
However, because our network was damaged so extensively during the earthquakes, it
is no longer as reliable as it once was. In addition because there is so much rebuild
activity expected over the next few years we are going to need to accommodate that by
allowing for planned outages to ensure work can be completed safely in and around
our network. We expect further disruption also due to unplanned outages arising from
third parties who will be working around our assets.

Accordingly Orion must apply for a CPP in order to address these impacts on our
network performance.

The DPP Determination anticipates that following a catastrophic event, new price paths
and quality standards may need to be set for an EDB, via a CPP. A catastrophic event
is defined at clause 5.6.1 of the IMs as follows:

Catastrophic event means an event-
(a) beyond the reasonable control of the EDB,;
(b) in relation to which expenditure-
(i) was neither sought in a CPP proposal; nor

(ii) is explicitly or implicitly provided for in the DPP or CPP, as the case
may be;

(c) that could not have been reasonably foreseen at the time the CPP or DPP
was determined; and

(d) in respect of which-

(i) action required to rectify its adverse consequences cannot be
delayed until a future regulatory period without quality standards being
breached,;

(i) remediation requires either or both of capital expenditure or operating
expenditure during the regulatory period;
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(iii) the full remediation costs are not provided for in the DPP or CPP;
and

(iv) in respect of an EDB subject to a CPP, the cost of remediation net of
any insurance or compensatory entitlements would have an impact on
the price path over the disclosure years of the CPP remaining on and
after the first date at which a remediation cost is proposed to be or has
been incurred, by an amount at least equivalent to 1% of the aggregated
allowable notional revenue for the disclosure years of the CPP in which
the cost was or will be incurred.

The circumstances pertaining to the Canterbury earthquakes which have affected our
business meet the definition of a catastrophic event because:

¢ they were beyond our control (5.6.1(a))

e resulting expenditure was not explicitly or implicitly provided for in the DPP
Determination (5.6.1(b)(ii))

¢ they could not have been reasonably foreseen at the time the DPP was set
(5.6.1(c))

e action to rectify the consequences cannot be delayed until the next DPP regulatory
period without breaching the DPP quality standards (5.6.1(d)(i))

e remediation requires both capital and operating expenditure during the regulatory
period (5.6.1(d)(ii))

¢ full remediation costs are not provided for in the DPP (5.6.1(d)(iii)).

The DPP Determination provides for a 24 month window following a catastrophic event
in which an application can be made to the Commission for a CPP. This window
expires for us on 22 February 2013.

3.6 Decision to apply for a CPP

Our decision to apply for a CPP has not been taken lightly. As the CPP process
requires a large amount of information to be presented to the Commission, which is to
be independently reviewed and consulted upon, the CPP process is necessarily quite
long. It has taken us about 12 months to prepare our proposal and have it
independently reviewed and audited. It will be more than another 12 months before the
CPP comes into effect, on 1 April 2014.

We do have reservations about the appropriateness of this process in responding to a
catastrophic event. In our view the CPP requirements are not tailored to the
consequences of a catastrophic event. We are concerned at the amount of information
and evidence we must provide which is not of direct consequence to the earthquakes
and the earthquake response. This seems to be an unnecessary cost to us, at a time
of intense demand for our resources.

However, we recognise that it is important to have an independent body, the
Commission, review our proposed expenditure, price path and network performance
standards which reflect the consequences of the earthquakes on our business.
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We support using the rules set out in the Commerce Act for this purpose, and the role
of the Commission in making a decision on how we should set our prices and quality
standards for the next five years. We believe that the proposed price path and quality
standards which we have put forward in this proposal are fair, realistically achievable
and consistent with the needs of our consumers for a safe and reliable electricity
network in Canterbury. We are seeking independent confirmation that our proposal is
reasonable and, as required by the Commerce Act, in the long term interests of our
consumers.

We must invest in our network to provide our consumers with the electricity supply
service they need. The Commission’s review of this proposal aims to ensure that our
past and proposed expenditure is efficient, prudent and necessary in order to meet the
long term interests of our consumers.

One of the important features of our CPP proposal is the application for claw-back
which is intended to retrospectively account for the immediate consequences of the
catastrophic events which have triggered our CPP application. The Commerce Act
permits claw-back for CPP applications made under these circumstances. As we have
not been able to fully recover our abnormal costs and our abnormal losses which have
occurred since 4 September 2010, we have proposed an approach to claw-back which
is spread over a number of years to ensure that the price impacts on our consumers
are mitigated as much as possible. The methods and assumptions we have used to
assess the value of claw-back are set out in Section 7.2 of this proposal. We have
used the Commission’s IMs for this purpose because we believe these are consistent
with determining fair prices which are in the long term interests of consumers.

3.7 Orion’s approach to the CPP

The CPP IMs prescribe the information that must be included in our proposal, the
independent review, audit and certification processes we must undertake before it is
submitted to the Commission for assessment; and the requirement to notify our
consumers about our plans and invite their participation in consultation on the proposal.
We have complied with these requirements. In Appendix 4 we include a table which
includes references to relevant sections of this proposal which demonstrate our
compliance with all of the information requirements for a CPP proposal.

This proposal is accompanied by additional information which together comprise our
CPP application, namely:

e adescription of our consumer consultation

e a verifier's report

e an audit report

e our Directors’ certification.

Meeting the information requirements of the CPP IM

We understand our CPP application will be the first application made under the
Commerce Act Part 4 provisions for CPPs, and the associated CPP IM. Accordingly
we will be the first regulated supplier to be subject to the CPP rules, methods and
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processes. During our CPP proposal preparation we have discovered some elements
of the CPP IM which are difficult to comply with. We believe this is partly because they
have not been tested in practice before, and also other parts of the regulatory regime,
which are relevant to the CPP IM, such as revised ID regulation, are still being
implemented. Where possible we have discussed our concerns with the Commission
before finalising this proposal.

In Appendix 5 we include a full list of the areas where we have had to make
judgements about how we have met the information requirements contained in the
CPP IM. We have discussed these with the Commission, and accordingly do not
believe these judgements constitute IM variations, as provided for under section 53V(c)
of the Commerce Act.

We note that during the 22 February 2011 and subsequent 13 June 2011 earthquakes
our head office building sustained major, irreparable damage. We were forced to
evacuate our main office building on 22 February and have had only limited access to it
since to retrieve our business records. We have been operating from temporary
accommodation and support buildings located on our head office site since that date,
and are shortly to move to a new office building out of the city centre. Our current
location will no longer be available to us as it is to form part of the ‘frame’ to the
redesigned Christchurch CBD, consistent with CERA’s Christchurch Central Recovery
Plan.

We lost some functionality in our financial systems during the earthquakes, and while
we have been able to back up the majority of our historical financial records we have
lost the ability to interrogate some information for periods prior to 1 April 2009. This
means it is not possible for us to retrospectively apply all of the new CPP IM
information requirements prior to 1 April 2009. The CPP IM requirements were
determined in December 2010, and as Orion had not anticipated having to apply for a
CPP, our information has not been collated in a way which mirrors all of the CPP
requirements. We have reconfigured our information from 1 April 2009 to match the
CPP information requirements as best as we are able to, but there is some
disaggregated data missing for FY08 and FY09. Aggregated data is however available
for those periods.

Information disclosures

The CPP IM assumes that EDBs which apply for a CPP will have made annual
disclosures to the Commission consistent with Part 2 of the IMs, and relevant ID
Determinations which incorporate those Part 2 methods. Orion has made no such
disclosures, because the ID Determinations were not gazetted until 1 October 2012,
and the first disclosures are to be made for the FY13 regulatory period later this year.

With the assistance of the Commission we have addressed this issue by completing
regulatory returns (which were initiated by the Commission via section 53ZD Notices)
which restate our previous regulatory position for FY10 to be consistent with the Part 2
IMs. These provide the starting position from which information which complies with
the CPP IM can be derived. Our responses to the section 53ZD Notices have been
audited and certified consistent with the Commission’s requirements.
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A further linkage between ID and the CPP IMs is Orion’s AMP which is published in
accordance with Part 4 information disclosure regulation. Our latest AMP was
published in March 2012 for the planning period commencing 1 April 2012, consistent
with the Electricity (Information Disclosure) Requirements 2008. Since that date, we
have made considerable progress with reviewing our future plans for the network. This
has been brought about by the need to undertake unprecedented investment in our
network due to:

e earthquake damage to our assets

e changes in load due to post-earthquake reconstruction and relocation

e projected load growth in the western part of our network, independent of
earthquake effects.

Accordingly, our CPP proposal puts forwards our most up to date plans for our network
which reflect the considerable planning undertaken since the last AMP was published.
While much of the network information, and planning systems and processes which are
documented in our current AMP remain largely unchanged, our core forecasts and
expenditure plans have been revised and updated. Thus our forthcoming AMP, to be
published in March 2013, will include:

e updated forecasts of demand and expenditure which are consistent with those
included in this CPP proposal

¢ amendments to comply with the new AMP disclosure requirements as set out in the
October 2012 ID Determination.

This AMP will cover the 10 year planning period commencing 1 April 2013 and ending
on 31 March 2023. It will therefore extend beyond the CPP regulatory period, which
ends on 31 March 2019.

Forecasting uncertainty

In applying for a CPP we are required to put forward detailed forecasts for a seven year
period (ie: a two year assessment period and a five year regulatory period). Once a
CPP proposal is submitted, and the Commission has completed its assessment, we
are unable to modify our forecasts. This differs to the AMP planning process where we
update our forecasts annually on the basis of further information and analysis.

Under normal circumstances, we would expect to be able to adequately manage
forecasting uncertainty within a regulatory period. Indeed the five year DPP price path
and quality standards require us to do so. However, we are not currently operating
under normal circumstances and new information is constantly emerging about the
condition of our assets, the future needs of our consumers, our input costs and the
development of the Canterbury region.

We have collated all of the information we can reasonably acquire, and used our
expertise and judgement to prepare the forecasts on which this CPP proposal is based.
We anticipate however that information will emerge subsequent to submitting this
proposal which, if incorporated into our thinking, would cause us to modify our views.
This is the nature of the process however, and as we are constrained by the two-year
catastrophic event application window, we have proceeded with this application in good
faith. We therefore encourage the Commission to consider the challenges which face
us in committing to a long term plan during a period of unprecedented uncertainty.
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We note we have included no provisions in our CPP proposal for potential future
catastrophic events. Should Orion experience high impact events during its CPP
regulatory period, which are unable to be accommodated in the CPP price path and
quality standards, we will seek to re-open the CPP Determination in accordance with
catastrophic event provisions of Part 5, Subpart 6 of the IMs.

We also note that the time constraints and our focus on rebuilding our network have
resulted in a CPP proposal which concentrates primarily on our consumer’s needs, our
associated investment requirements, our network performance, and the appropriate
price and quality standards which are consistent with those needs. Accordingly we
have not included in our proposal any tailored incentive mechanisms. This is
discussed further in Section 9.24. While Orion might consider these when operating in
more normal circumstances, we do not believe they are appropriate for us at this time
given our primary focus is on returning to a business as usual position.

3.8 Key evidence supporting the decision to apply
IM 5.4.2(b)

The key evidence supporting our decision to apply for a CPP can be summarised as
follows:

¢ Canterbury has been hit by catastrophic earthquakes over a prolonged period
which commenced on 4 September 2010. Evidence and explanations
demonstrating the impact of those earthquakes on Orion and the wider Canterbury
community is set out in the following sections of this proposal:
- Section 3.2
- Section 3.3
- Section 6.2.2
e as aresult, Orion’s revenues have fallen and costs have increased. These impacts
are explained in the following sections of the proposal:
- Section 3.3.1
- Section 7.1
¢ Orion’s network resilience and reliability has been impaired and we are unable to
meet our DPP quality standards. This is explained in the following sections of the
proposal:
- Section 3.3.2
- Section 6.3
e accordingly we must now invest in our network to restore its resiliency and regain
reliability standards which meet the needs of our consumers. This is explained in
the following sections of our proposal.
- Section 6.4
- Section 8.3
- Section 9.11
e our prices are currently regulated under the DPP, and these are insufficient for us
to recover our costs and earn a fair return on our assets. While we had prudently
insured our assets to the extent economically viable, it is not possible to fully insure
lines and cables and we therefore must recover our costs on an ex-post basis from
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consumers. The DPP price path does not include allowances for the impact of
catastrophic events. This is explained in the following sections of this proposal:

- Section 3.5
- Section 3.6
- Section 7.1

This CPP proposal therefore seeks a new price path and new quality standards which
better meet our post-earthquake circumstances, than those which currently apply to us
under the DPP.

3.9 Appendices and supporting documents

Section 3 — Appendices

Appendix Title

4 Satisfaction of CPP IM information requirements

5 Modifications to Schedule E templates

Section 3 — Supporting Documentation

Title

An independent study commissioned by the Earthquake Commission - The Value of
Lifeline Seismic Risk Mitigation

Kestrel Group Independent Report — Resilience Lessons: Orion’s 2010 and 2011
Earthquake Experience

CERA — Recovery Strategy for Greater Christchurch

CERA — Christchurch Central Recovery Plan
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4 Priority of proposal

IM 5.4.1 and 5.4.3

4.1 Information requirements

When making a CPP application under normal circumstances, it is intended that a CPP
proposal will include information regarding the priority of the proposal. This is to allow
the Commission to assess the urgency of the proposal in order for it to prioritise its
assessment, where more than one application is made at the same time.

Our CPP proposal does not include any information regarding the priority of the
proposal, because our application has been made in response to the earthquakes.
Where a catastrophic event such as a major earthquake has occurred, the Commission
is able to prioritise it ahead of regular applications, i.e.: those not made in response to
a catastrophic event.

The first major earthquake occurred in Christchurch on 4 September 2010. The
earthquake which caused the most damage and subsequently became the trigger
event for our CPP application occurred on 22 February 2011.

In March 2012, the Commission determined that the window for applying for a CPP in
response to a catastrophic event would be 24 months. This is set out in the
Commission’s DPP Determination for EDBs dated 22 March 2012.

Accordingly, as our CPP application has been made within the 24 month window
provided for in the DPP Determination, we have not included any information regarding
the priority of our proposal in accordance with clauses 5.4.1 and 5.4.3 of the CPP IM.
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5 Duration of regulatory period

IM 5.4.4

5.1 Regulatory period

It is proposed that Orion’s CPP regulatory period applies for a period of five years
commencing 1 April 2014. Accordingly the CPP will cease to apply on 31 March 2019.

Orion has considered and determined that there is no reason a shorter CPP period
should apply, noting that CPP periods of three or four years can be considered as
alternatives. There is no provision in the regulatory rules for a CPP regulatory period of
greater than five years.

Given the magnitude of the earthquakes and the immediate and evolving impact on
Orion, it is reasonable to provide for the maximum CPP regulatory period. This is
necessary to accommodate the special circumstances which our network has
experienced since September 2010 and now faces for the foreseeable future.

We are very mindful of the impact of price increases on consumers. We have
approached our CPP proposal in a conservative manner in this respect, and we believe
that the maximum allowable regulatory period is consistent with this philosophy. The
maximum period allows us to smooth the pricing impacts as much as possible and
provide as much certainty for our consumers as we are able to give them within the
constraints of the regulatory regime. In addition it minimises our costs by ensuring we
are only engaging in these regulatory processes when we absolutely must. More
information on this approach is included in Section 7.1 and 7.2 of this proposal.

At the end of the CPP period we have the option of applying for a further CPP or
reverting back to the DPP. We plan to make that choice towards the end of our CPP
period.

5.2 Claw-back period

As our CPP application is in response to a catastrophic event, we are able to also look
backwards to the date of those events.

A CPP application made in response to a catastrophic event may include the value of
claw-back in its price path proposal. In this instance, claw-back reflects the shortfall in
revenues required to recover our costs, which occurred following the catastrophic
event(s), up to the date that the CPP comes into effect.

As the earthquake activity commenced on 4 September 2010, we have considered the
impact of the earthquake events which have occurred from that date up to the
commencement of the CPP period, ie: up to 1 April 2014. This is our proposed claw-
back period.
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We are also proposing that the value of our catastrophic event claw-back is recovered
over a considerably longer period than the five year CPP regulatory period. This is
consistent with the legislative intent to smooth price impacts on consumers while
ensuring we are able to recover our fair costs and earn a normal return, which are also
consistent with the long term interests of consumers.

The method we have used to calculate the claw-back amount is described in Section
7.1.2 of this proposal. Our proposed approach for recovering the claw-back amount is
described in Section 7.2.2 of this proposal.

5.3 Claw-back recovery

Our proposal is to spread the catastrophic event claw-back recovery over 10 years.
This comprises at least two regulatory periods — the initial five year CPP regulatory
period followed by one or more CPP or DPP regulatory periods. Our key driver for
spreading this recovery over more than one period is to minimise price shocks to our
consumers. At the same time, it is essential that the catastrophic event claw-back is
ultimately recovered in order to maintain long term incentives to invest in the Orion
network, and all electricity distribution networks regulated under Part 4 of the
Commerce Act.

The IM does not specifically refer to spreading claw-back of catastrophic event costs
(under section 53V(2)(b) of the Act) over more than one regulatory period. However,
we believe this option remains open to the Commission under clause 5.3.4(1) of the
IMs, which refers to the price path for a CPP including ...any value of claw-back for the
CPP regulatory period.” This does not limit recovery of the claw-back amount to a
single CPP regulatory period. It refers to inclusion of the portion of the full amount that
is to be recovered during that particular CPP regulatory period.

Our concern is that the IMs do not clearly specify how unrecovered claw-back arising
under clause 5.3.4 may be recovered in subsequent regulatory periods. In order to
gain certainty for our investment planning and our consumers about subsequent claw-
back recovery timeframes we seek a clear commitment from the Commission within
our CPP Determination to the 10 year recovery period and catastrophic event claw-
back amount.

We have given considerable thought as to how the Commission can demonstrate this
commitment in its CPP Determination. We propose the following approach.

For the initial CPP regulatory period, we seek express confirmation of:

the total quantum of the amount to be clawed back over time, in present value
terms (as at 1 April 2014)

the total time frame (10 years) over which the claw-back amount referred to in (i) is
intended to be recovered

the total quantum of the amount to be clawed back within the CPP regulatory
period, in present value terms (as at 1 April 2014)

the total quantum of the amount to be clawed back in the five years immediately
following the CPP regulatory period, in present value terms (as at 1 April 2014)
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the value of claw-back that will be recovered for each year during the CPP
regulatory period, in nominal terms (our proposed recovery during the CPP
regulatory period is set out in Section 7.2.2)

the method for determining the value of claw-back, in nominal terms, to be
recovered for each year of the five year period immediately following the CPP
regulatory period (our proposed method is set out in Section 7.2.2).

At the end of the CPP regulatory period, we will revert to the DPP (or may, if
necessary, apply for a further CPP). The DPP IMs can be interpreted so as to not
allow catastrophic event claw-back, and the CPP IM is equally ambiguous as to
recovery of remaining claw-back amounts determined during an earlier regulatory
period. Therefore, in order to provide us with the necessary level of certainty as to cost
recovery over time, we need to address now how the DPP (or CPP) process will enable
us to recover the remaining claw-back amount in a subsequent regulatory period

We believe that the two most workable alternatives for recovery of the remaining claw-
back amount under the DPP Determination (or a subsequent CPP) are:

¢ Option A - amending the IMs by changing the definition of recoverable costs for
example in clause 3.1.3(1) under a DPP (and a CPP) to include remaining
catastrophic event claw-back, the quantum of which has already been determined
under a CPP Determination in response to a catastrophic event. This would enable
supplier-specific consideration of the total claw-back quantum by the Commission
during the initial CPP process, and thus remove the current impediment identified
by the Commission in the IM Reasons Paper for recovery of catastrophic event
costs by way of claw-back under the DPP

e Option B - altering the price-path for Orion under section 53P(8) of the Act at the
time at which we transition from the CPP to a DPP.

In the absence of a DPP IM that covers this issue, the most secure way forward is
Option A. We seek a clear commitment from the Commission in its CPP determination
and Reasons Paper in support of this option going forward. Either way, it is important
that the mechanism the Commission prefers is clearly signalled in the CPP
Determination.

If the Commission cannot provide us with at least this level of assurance as to
subsequent recovery of the remaining claw-back amount, Orion seeks recovery of the
full claw-back amount in this CPP Determination and a single regulatory period. We
have included an alternative price path in Section 7 of our proposal which assumes the
claw-back amount is recovered fully within the CPP regulatory period.
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6 Quality standard variation

IM5.4.5

6.1 Summary

We seek a quality standard variation for the CPP regulatory period. We are unable to
meet our current DPP quality standards (which are expressed as limits) due to the
impact of the earthquakes on our network. The Commission set our DPP quality
standards prior to the earthquakes and so our standards do not reflect the impacts of
the earthquakes.

Our proposed CPP System Average Interruption Duration Index (SAIDI) and System
Average Interruption Frequency Index (SAIFI) quality standards are set out in the table
below.

Our proposed standards (limits) better reflect the realistically achievable performance
of our network over the CPP period. Our proposals have been derived using a similar
approach to that inherent in the DPP quality standards.

Our current DPP standards and our proposed standards for FY15 to FY19 are shown
in the table below.

CPP regulatory period

Current
DPP
FY15 FY16 FY17 FY18 FY19] standards

MSAIDI 94.7 86.5 83.1 75.2 67.0 53.0
oSAIDI 9.0 8.2 7.9 7.2 6.4 6.7
SAIDI limit 103.8 94.7 91.0 82.4 73.4 59.7
MSAIFI 1.25 1.11 1.07 0.94 0.80 0.68
oSAIFI 0.11 0.09 0.09 0.08 0.07 0.10
SAIFI limit 1.36 1.21 1.16 1.02 0.87 0.78

Since FY11, our network reliability performance (SAIDI and SAIFI) has not met our
current DPP standards.

The key feature of our proposed quality standard variation is that our quality limits
increase in FY15 and then gradually reduce over the CPP regulatory period, reflecting
our improving network resilience and reliability. This trend reflects our plan to re-
establish the resilience of our network which was severely damaged by the
earthquakes, consistent with our proposed expenditure plan and the needs of our
consumers.

Our expenditure plan is described in Sections 8 and 9 of this proposal. Our
consultation with consumers is described in our CPP application.
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Historical normalised SAIDI (incl. earthquakes) with proposed CPP limitand DPP limit
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Due to the date of this application, we do not have full year SAIDI and SAIFI data for
FY13. We have eight months of data which, annualised, generates SAIDI and SAIFI
which is less than our proposed limits for FY15. We propose higher limits in FY15 than
our forecast FY13 reliability performance because:

e the full extent of the damage to our network is still to emerge. It will take some
years to identify and assess this damage, particularly for our underground cable
network

e the Christchurch rebuild will result in increased planned and unplanned outages
due to increased construction activities of third parties

e year on year variations are to be expected, particularly in relation to external events
such as those caused by poor weather

e our urban sub transmission network is vulnerable and will continue to be until we
are able to restore our network security standards.
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Although FY14 falls outside the CPP regulatory period, we have derived an indicative
limit for that year. This is necessary to establish our proposed limits for the CPP years
which follow.

Our proposed CPP quality standards:

e are consistent with our proposed expenditure plan

e are realistically achievable

e importantly reflect expected significant improvements in our network reliability
performance over the CPP period, consistent with the expectations of our
consumers.

Our proposed limits use a similar approach that the Commission used to determine our
current DPP limits. This approach attempts to accommodate expected year on year
fluctuations in reliability performance.

Our target is to return to near pre earthquake levels of network resilience and reliability
by FY19. This is consistent with the regulatory regime which has applied to us since
2004 which established a ‘no material deterioration’ reliability standards for all EDBs
subject to the Part 4A thresholds regime, and more recently the Part 4 price-quality
regime.

Feedback sought from consumers in late 2012 supported our draft proposals to restore
network resiliency and reliability.

While historically our network reliability performance has been better than many NZ
EDBs, it falls within the expected range for urban networks with significant underground
reticulation. The following charts show that our FY08 to FY10 performance was
consistent with the expected trend for networks with relatively high connection density.

New Zealand EDBs average SAIDI FY08 - FY10 (class B & C)
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New Zealand EDBs average SAIFIFY08 - FY10 (class B & C)
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We believe that it is reasonable and in consumers’ long term interests for us to restore
network resilience and reliability to pre earthquake levels. This is consistent with
consumer feedback. Our pre-earthquake performance is consistent with that expected
for a relatively dense urban network.

The remainder of this section is structured as follows:

e Section 6.2 describes our historical network reliability performance

e Section 6.3 describes our current and expected reliability performance

e Section 6.4 describes our proposed CPP quality standard and the methodology,
data and assumptions we have used

e Section 6.5 describes the counterfactual, calculated using the Commission’s
method to determine our current DPP quality standard. We also show how our
proposed CPP quality standard method would have impacted on the DPP period if
it had applied

e Section 6.6 describes the independent engineer’s review of our proposed CPP
quality standard. The independent engineer is LineTech Consulting

e Section 6.7 describes the consultation we undertook on our draft CPP quality
standard proposals with our consumers in late 2012 and the feedback we received
from consumers.

6.2 Reliability performance to date
IM 5.4.5(b)
6.2.1 Historical performance

Prior to the earthquakes our network had been one of the most reliable in New
Zealand. Our consumer consultation over many years told us that our consumers were
happy with the service we provided, including the duration and frequency of network
outages and the prices we charged for that service.
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Using pre earthquake data for the five years to FY10, our electricity distribution network
was on average (compared with other 28 electricity distribution networks in New
Zealand) the:

o fifth best for SAIDI, the average number of minutes (duration) per annum that each
consumer is without electricity

e second best for SAIFI, the average number of times (frequency) per annum that
each consumer is without electricity

¢ eleventh lowest, in terms of line price (average price per kWh for FY10).

Orion's postion relative to other New Zealand electricity distributors, SAIDI
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We serve urban and rural consumers. Our network has a mix of (mainly) rural
overhead and (mainly) urban underground reticulation. Our network reliability
performance is therefore subject to external weather events such as snow and high
winds, particularly in our rural network.

When considering performance from our consumers’ perspective it is meaningful to
look at the long term trends for SAIDI and SAIFI. The long term trend shows the
impacts of extreme events which cause variations in electricity network reliability in any
one year.

The following charts show the long term (improving) performance of our network and
the impacts of extreme weather events with significant disruptions in FY93, FY97,
FY03 and FY07 caused by severe snow storms in Canterbury.

Orion SAIDI performance from FY92 to FY10 with trend
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We consult periodically with consumers over the level of service we provide. These
consultations are described in Section 3 of our AMP, and more information is provided
in Section 9.6 of this proposal.
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Consumers expect a resilient and reliable supply of electricity with no reduction in
service from current levels. In this respect ‘current levels’ refer to pre-earthquake
service levels. Accordingly we have consistently endeavoured to provide a level of
service which meets the expectations of our consumers in the long term as well as
ensuring our safety, environmental, and legislative obligations are met.

Over the past decade we have improved the quality of supply for our consumers, while
constraining our annual price movements to less than CPI, on average over the same
period.

Although consumers have not explicitly requested improvements to our level of service,
our network performance has improved over the past two decades (which is the period
for which consistent and reliable data is available). This improving trend is a
consequence of improvements we continually make in our business, such as our
PowerOn network management system and our award winning wireless
communications network which allows us to remotely switch our distribution network
and protect key circuits without delay. It also reflects the incremental improvements in
network performance achieved through investments required to meet system growth
and our ongoing objective to improve the way we manage our assets over their life
cycle.

To help meet consumer expectations, we analyse the performance of our network to
determine just how ‘reliable’ it is. This information is then used to target areas for
improvement. The measures we use and FY10 performance (pre earthquakes) is
summarised below.

Pre-earthquake measures

New
Target level Level of Zealand
Quality measure (per of service service average
Key service criteria annum) (FY10) (FY10) Outcome (FY10)
Reliability Faults/100km of circuit <11.0 6.7 Achieved 7.9
Reliability SAIDI <63.0 61.0 Achieved 170.6
Reliability SAIFI <0.76 0.58 Achieved 2.00
Reliability CAIDI <83.0 106.0 Not achieved 85.9
Power quality Non compliances <70.0 29.0 Achieved Not available

All service level and reliability figures are based on our network only. They exclude
those interruptions or complaints caused by failures on Transpower’s transmission
network.

In FY10 we were able to operate our network to targeted levels of service, with the
exception of our consumer average outage duration (CAIDI) measure (reflecting higher
than normal planned outages — which typically are of a longer duration).

A range of factors contributed to our strong reliability performance in FY10, continued
network improvements throughout the year, comprehensive maintenance programmes,
sound engineering practices and a year free of severe weather storms.
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Our service level targets are based on an ‘average’ year of weather, not a year with
severe weather. As a result, we are unlikely to meet our service level targets when
severe external events occur. For example, when a major snow storm hit Canterbury
in 2006, we were unable to meet our service level targets for FY07.

Network reliability is one of the service measures we use to assess our performance
and ensure we meet the needs of our consumers. Section 9.6 sets out a full
explanation of our other service measures, target service levels and performance.

6.2.2 Earthquake impacts

On 4 September 2010 Canterbury was hit by ongoing earthquakes that began with the
7.1 magnitude earthquake near Darfield. Since that time more than 12,000 aftershocks
of varying magnitude have occurred in Canterbury. The most notable subsequent
earthquakes have been the 4.9 magnitude earthquake on 26 December 2010; the
devastating 6.3 magnitude earthquake on 22 February 2011 that struck near Lyttelton
on the Port Hills; the 5.7 and 6.3 magnitude earthquakes on 13 June 2011; and the 5.8
and 6.0 magnitude earthquakes on 23 December 2011.

The 22 February earthquake in particular severely damaged properties and
infrastructure throughout the eastern suburbs of Christchurch, and forced the virtual
abandonment of the central business district, which still remains largely off-limits. We
have included a number of images which show how our network was affected by the
major earthquakes in Section 3.2.2 of this proposal. Section 3 also includes a detailed
description of the damage sustained following each major earthquake and our
response to each event.

6.2.3 Risk mitigation and management

During the mid 1990s we took part in an “engineering lifelines” study which examined
how natural disasters would affect Christchurch. That prompted us to spend $6 million
on seismic protection work and a further $35 million building resilience into our
network.

Many older brick buildings in Christchurch were hard hit in the initial earthquake and
ensuing aftershocks, but strengthening of Orion’s 271 brick substations (of the 248
network substation buildings and the 283 distribution substation buildings) meant none
sustained serious damage in the September 2010 earthquake. Only a small number
were damaged in the February 2011 earthquake.
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Standard building substation strengthening compared to the distribution substation on the right
which had been decommissioned prior to the earthquake and was un-strengthened (it was no

longer owned by Orion).

Some of our preventive measures cost very little; for example, the 10 cent plastic ties
which prevent batteries for our substation computers falling off the wall and smashing.
Our transformers are bolted down, a lesson learned from the 1987 Edgecumbe
earthquake where large transformers fell over leaving some areas without power for
weeks.

Darfield - bolting down solution - note the additional support beams utilised to minimise turnover

We also reinforced bridges carrying cables across rivers. The benefits of this work can
be seen in Dallington where a footbridge strengthened to carry a cable performed
superbly, allowing the power to keep flowing, while another unreinforced footbridge 500
metres away was dramatically twisted.
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66kV cable bridge over the Avon River showing strengthening work

Without our pre earthquake strengthening work, it’s likely that our total earthquake
repair costs would have been considerably higher, with damage to Canterbury’s
economy due to longer outages many times this again. In terms of hours without
power, the impacts would have been much worse, with further weeks of continuous
power cuts in parts of Christchurch and Canterbury.

We also maintain “Mutual Aid Partner” agreements with other South Island electricity
distribution companies to provide support in situations where we are affected by large
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scale natural disasters. This support was vital in the aftermath of the February
earthquake.

Risk management policy

We have developed many of our response techniques and risk management strategies
as a result of earlier major events over the past 20 years. The following is an extract
from our 2010 Network Quality Report which we published in July 2010, before the
earthquakes struck:

2010 network quality report (extract)

Risk management

Risk management is integral to how we manage our electricity distribution network. We have
designed our network to cope with a range of potentially damaging effects, such as:

e natural disaster

e earthquakes

e storms

e network asset failure

e contaminants entering the environment.

We recognise that risk cannot always be eliminated, as natural disasters can take various
forms and differ in severity. Where risk cannot be eliminated, we use emergency training,
staff competency, safe work practices, planning and network design to control the level of
risk. Detailed information on our risk management is contained in our published asset
management plan.

Network improvements to minimise risks

Earthquakes and storms are our network’s major natural event risks, and we continue to
invest significant time and money to ensure the network is protected against such events.

To cost-effectively minimise overall risk to our network we have:

e spent approximately $13m to install additional 66kV transmission capacity from a second
point of supply, Bromley, to the central city. This cable, combined with numerous diesel
generators around the city, gives the Christchurch CBD a more secure power supply than
in Auckland or Wellington CBDs

e spent approximately $6m on earthquake strengthening for bridges, cable supports and
buildings. All of our district substations and all major 33kV and 66kV cables now meet a
seismic structural standard. Around 98% of Orion-owned network and district substations
also meet the standard

e addressed communications risk at the two main communication sites serving
Christchurch and surrounds — Sugarloaf and Marley’s Hill. Generators now back up the
primary network feed to these sites and we have replaced ‘high risk’ overhead supply
lines with underground cable

e improved security of power supply to the airport by installing a cable to allow power
supply from both Harewood and Hawthornden district substations. Backup generation is
also located on site

99



Orion,

e located an 800kVA generator in Lyttelton to mitigate any loss of power to the port.

We regularly contribute to emergency readiness programmes, and our backup control centre
is located off-site so we can continue to function if anything happens to our primary control
centre (located in the first floor of our head office, to avoid flood ri:sk).4

In recent years, we have reduced the risk of a major asset failure through periodic in-the-field
electrical testing of equipment (partial discharge testing), replacing joints between 66kV
cables (to prevent the mechanical problems that can occur when cables expand as they warm
up) and introducing more ripple injection plant around the network to help reduce peak load.

While our outage management and response policies, and major event planning placed
us in a very good position when the earthquakes struck, the earthquake impacts were
unprecedented, as demonstrated on the chart below.

Major events which have resulted in outages greater than 10 SAIDI minutes since 2000

700 3253
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500 B \Wind storm October
H Snow storm June
= Snow storm September
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= Earthquake 6.3 22 February
= Earthquake 6.3 June
200 Snow storm August
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100 I
0 .. . I — | . . . L
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From the chart it can be seen that the other major SAIDI impacts are caused by snow
storms and high wind events, which are predominant in Canterbury. While we design
parts of our network to accommodate snow loadings, economic analysis shows that it
is not cost-effective to design and reinforce the network to withstand severe weather
events. The DPP quality limits acknowledge this and include allowances for normal
year on year variation: an EDB is only considered to have breached its DPP reliability
limits if it exceeds either the SAIDI or SAIFI limits in two out of three consecutive years.

Our risk management approach best prepares our network and our responses to
mitigate the impact of extreme weather and earthquake events.

* We are currently using our back-up site as our head office has had to be demolished as a result of
earthquake damage.
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South Island covered in snow and response vehicle hindered by snow conditions

One of the mechanisms that mitigates the impacts of extreme weather events and
earthquakes is our system security planning. This is described in Section 6.2.7.

6.2.4 Our immediate response minimised the impact of outages

Orion responded quickly to minimise the impact of the earthquake outages.
Approximately three quarters of consumers lost power in the September 2010
earthquake, by the end of that day we had restored 90%, and by the end of the week
supply was restored to virtually all consumers that wanted power.

Following the 22 February 2011 earthquake, we immediately called on help from other
EDBs (our mutual aid partners), employed local electrical contractors, and diverted all

of our contractors from planned work to repair and fault restoration. In addition to our

regular contractors, we soon had more than 240 extra fault staff working on repairs.
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In some areas (particularly the eastern suburbs) we were unable to restore supply
quickly due to the extent of damage to underground cables. We isolated faults and
installed temporary generators to restore supply while we worked on repairing cables.

In addition to our own generators, we sourced generators from a number of providers
and other distribution companies. At one point we had 25 generators operating and we
were providing approximately 9,000 litres of diesel per day to keep them running. We
progressively removed the generators as normal supply was restored, with the last
being removed on 18 April 2011, almost two months after the earthquake. In all, we
used approximately 350,000 litres of diesel in the generators used to provide
alternative supplies to consumers.

Approximately two thirds of consumers lost power in the February earthquake. By the
end of the next day we had restored 50%, and by the end of the week 86%. With the
exception of cordoned areas (and feeders originating within cordoned areas), we
restored all consumers who wanted power within 24 days. Within four months we had
completed our last 11kV cable repair that could be safely fixed and we were promptly
responding to cable faults as they occurred.

Our emergency measures included building a new zone substation in Rawhiti Domain
off Keyes Road in New Brighton to replace the severely damaged Brighton zone
substation.

We also built two 66kV overhead lines to bypass damaged sub transmission
underground cables. The first extends from the grid exit point in Bromley to our
damaged Pages Road substation and from there to our new substation in Rawhiti
Domain, over a distance of four km. The second is a four and a half km line from the
grid exit point in Bromley to our Dallington substation in Coopers Road.

New Rawhiti zone substation and Bromley-Rawhiti 66kV temporary overhead line

Our own head office buildings, including our primary control centre, were badly
damaged in the 22 February earthquake and we were forced to relocate to our “hot
site”. The hot site is a live and operational network control centre that we maintain for
such an emergency and is located in our Armagh district substation adjacent to our
(now demolished) head office buildings.

Our staff and contractors spent much of the first few days isolating hundreds of
damaged properties at the request of consumers or under the instruction of emergency
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services. Three months after the 22 February 2011 earthquake, power remained off in

some areas of the cordoned off CBD. The power remained off due to a combination of
remaining faults, access restrictions and Civil Defence / CERA instructions. In addition,
a significant number of consumers could no longer take power following the earthquake
due to property damage.

Our temporary (hot site) control room — February 2011

Further supply disruptions occurred following the June 2011 and December 2011
earthquakes. In June approximately 25% of consumers lost power and 99% were
restored within 48 hours. In December approximately 20% were affected, and 99%
were restored on the same day.

Our past investment in network resiliency, especially in our key substations, and
diversity, significantly mitigated and minimised the earthquake impacts for consumers
and the wider community.

6.2.5 Network components affected

The earthquakes have impacted our network in a number of ways. The following
timeline illustrates the damage incurred and our immediate response, undertaken in the
period following the earthquakes. The significant response effort included building
temporary lines and a new zone substation and repairing hundreds of cable faults. Our
strengthening of substations carried out before the earthquakes, and our very good
levels of network resilience meant that we were able to respond quickly and restore
power to large amounts of the network in a short period of time.
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The impact on our urban network has been severe and a large amount of our response
efforts were focused on assets in the eastern suburbs and the CBD. The following
diagram illustrates the high incidence of high voltage cable faults caused by
earthquakes that were resolved in the period following the earthquakes.

104



Orion

High voltage cable faults from earthquakes
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Current status of our repair programme

The major components of our network are shown in the diagram below, labelled 1 — 5.
Transpower Orion o o o o o

220kV Transpower 66kV 11kV Local 230 Volts

Nerid S Underground Undergrand Substaioliy come Undsreralin

Customers /
t20 000 t1 EIUU per line
Customers Customers —= — =~y
per cable per cable E :I:\ :I:/ %

In the following table we set out for each of our five core network components:

e the combined impacts of the earthquakes since September 2010
o the work completed to date to restore power

¢ the levels of service that the network is currently operating at

e our progress to date in our earthquake recovery programme

e our projected timeframe for earthquake recovery.

All of our major emergency repair work was completed by September 2011. Residents
and businesses across our network area can now use power as normal with the
exception of the CBD red zone. However, our restoration and rebuilding of the network
is ongoing. A summary of the current status of our repair programme as at November

yoursETo
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2012 is presented below. In it, we use the following terms to explain our expected level
of service.

e Temporary service: Service restored using temporary or non-standard solutions
providing normal or lower levels of service

e Impaired service: Service restored to normal levels of service (but with possible
lower levels of reliability) utilising conventional asset configurations but where
components of the network are compromised and will require rehabilitation or
replacement

e Normal service: Service restored to normal levels of service where network
components require only normal levels of operations and maintenance from now
on.

Current status of repair programme

Network Impact of Work Current level Progress to date Timeframe
Component quakes completed to of service for
restore power recovery
o 50% of cables Built two North-eastern  North-eastern 3 — 6 years
66KV network known to be temporary 66kV  Christchurch Christchurch — assess
damaged — overhead lines  — temporary community needs and
30km out of a from Bromley to service design and build
total of 60km New Brighton Rest of permanent replacements
and Dallington Christchurch for temporary lines
® FEplaEs foun classified as Rest of Christchurch —
underground . :
impaired assess cables for
cables which

service while  damage then schedule
assessments  any necessary works
are carried

out

were damaged

beyond repair
45% of assessments are

complete

26% of repairs are
complete
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Zone and
building
substations

(3]

11kV
underground
network

11kV
overhead
network

(4]

Local
substations
(kiosks)

Four of 314
Orion owned
substations
severely
damaged

268 privately
owned
substations have
sustained some
damage

410 cables out
of 6,622 have
been damaged

1000+ faults

A further 10
cables damaged
asa
consequence of
23 December
quake

3,248 km of
network. Some
damage
including
cracked
insulators

3,392 local
substations.
Some
substations have
moved on their
foundations

Built a new

zone substation
in Keyes Road,

New Brighton
to replace the
damaged
Bexley Road
and Pages
Road
substations

Two further
substations
have been

repaired or
replaced

100% of all
known faults
have been
repaired

100% of all
known faults
have been
repaired

All substantial
damage has
been repaired

Impaired
service

Classified as
impaired
service while
assessments
are carried
out

Classified as
impaired
service while
assessments
are carried
out

Classified as
impaired
service while
assessments
are carried
out

All zone substation
buildings have been
assessed

11% of repairs are
complete

Simeon Quay landslide
damaged the main
substation supplying
Lyttelton. A review is
under way

Recheck and assess
cables for damage
hidden underground

0.8% of assessments are
complete

0% of repairs are
complete

58% of assessments are
complete

58% of repairs are
complete

All local substations have
been assessed and
findings collated

100% of assessments
are complete

6% of repairs are
complete

Orion,

3 —5years
3 — 6 years
3 —5years
3 —5years
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400V
overhead
network

Main
office/network
control room

3,059 km of
network. Some
damage,
including poles
which have sunk
or are on a lean
due to
liquefaction

Main office
building badly
damaged and
evacuated.
Computer
system servers
compromised by
the damaged
building

Repairs to
make safe have
been
completed

Relocated
control centre
to our ‘hot site’
and established
temporary
accommodation

Sourced and
commissioned
a portable data
centre and
standby
generation

Classified as
impaired
service while
assessments
are carried
out

Impaired
service

81% of assessments are
complete

38% of repairs are
complete

Build new administration
centre to ‘Level 4’
building standard. A site
has been purchased.
The existing building on
the new site has been
demolished and work on
the new building has
commenced

Our 1939 and 1984
Manchester Street
buildings have been
passed to CERA for
demolition. The
demolition is complete

Variables outside our control that will affect our rate of recovery

Some variables will impact on how and when we restore parts of our electricity
network. These factors include:

3 — 5 years

1 year

e the rate at which buildings are demolished, particularly in the CBD. We can'’t fully

assess our network in the central city red zone, or plan repairs with any level of

certainty, until demolitions are complete
¢ more than 650 CBD buildings had been demolished by mid 2012 and this number
is projected to exceed 1,100
o the rate at which people request new connections to the network

e population movement out of the residential red zone

¢ the results of geotechnical assessments
¢ the results of public consultation about options for permanent high-voltage power

supply into north-eastern Christchurch

e any further significant aftershocks.

6.2.6 Outage and restoration policies and procedures

Network management system

In November 2011, we commissioned an outage management system to operate under

our ‘PowerOn’ SCADA network management system. Significantly, the new system
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maintains a ‘live model’ of our high voltage network which includes information on
consumer connection points.

For planned outages and following network faults, our network controllers follow
sequential operating orders to carry out switching and configuration changes on the
network to bypass affected assets and facilitate planned or remedial work. At each
point during these operating orders PowerOn determines and records the number of
connections affected, together with switching points and switching times.

Prior to using this system, our hard-copy operating orders were manually interrogated
to determine the number of connections affected. This required us to run a trace on
our separate GIS mapping system to determine the number of consumers affected,
with adjustments where the GIS configuration did not match the network configuration
during outages.

In all cases, the control centre reliability log information is then loaded in a reliability
database, and reliability statistics are queried from this database as required. To
establish our system average reporting measures, the total number of connected
consumers on the network is obtained from our connections database. We maintain
details of all our network connections on this database, and we regularly undertake
reconciliations with the Electricity Authority Registry.

We are further developing our PowerOn system to collate a record of outage results
over time, and this will further enhance our capabilities in future. Currently, we are
maintaining our control centre reliability log by manually recording the results of
operating orders including information for:

e substation name

e feeder name

e switching device where isolation occurred

e asset type affected

e cause of interruption

e time/date off

o time/date for each restored section

e number of consumers affected in each restored section
e explanatory notes.

The 22 February 2011 earthquake occurred before we commissioned the outage
management component of our PowerOn system. The magnitude of the damage
required us to take a different approach to outage recording for this event. Significant
network reconfiguration was required to bypass damaged assets and progressively
restore supply following the earthquake. We also installed generators in a number of
situations.

With ongoing configuration changes, it was not possible to use a network-trace in the
largely static GIS network model to establish the number of connections affected.
Instead, our control centre engineers assessed the number of connections affected
based on loading levels and knowledge of the network (rather than using the GIS
network trace).

Orion’s outage and restoration processes are set out in the following policy documents:
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e NW20.40.01 Contingency Plan — Equipment Failure

e NW20.40.02 Contingency Plan — Emergency Generators

e NW20.40.03 Continuity Plan — Loss of Supply

¢ NW20.40.05 Disconnection of Demand as Required by ECom Rules

e NW20.40.08 Contingency Plan — Relocating the Control Centre

o NW20.40.09 Contingency Plan — Security of Supply, Participant Outage Plan
e NW?70.60.04 Business Continuity Plan — Infrastructure Management

¢ OR.00.00.07 Major Outage Communication Plan

e ORO00.10.17 Building Emergency Plan — 200-210 Armagh St

6.2.7 System security planning

Security of supply is the ability of a network to meet the demand for electricity in certain
circumstances when electrical equipment fails. The more secure an electricity network,
the greater its ability to continue to perform or the quicker it can recover from a fault or
a series of faults. Security of supply differs from reliability — reliability is a measure of
how the network actually performs and is measured in terms such as the number of
times supply to consumers is interrupted.

We strive for overall resiliency in terms of security of supply, but also in terms of our
processes, systems, capabilities and culture. We believe this is in the long term
interests of our consumers as it enables us to provide electricity at a quality which is
consistent with the needs of our community, while recognising that we must provide
this service at a fair price. This ultimately limits how much we are able to invest in our
network security.

With community input we developed our first security of supply standard in 1998, which
forms the underlying basis for our reliability. It is based on the United Kingdom’s P2/6
which is the regulated standard for distribution supply security in the UK. Currently
there is only one industry guide published by the Electricity Engineers’ Association of
NZ (EEANZ) and no regulated national standard is in force. The underlying principle
for security of supply is that the greater the size or economic importance of the demand
served, the shorter the interruption time that can be tolerated.

In 2006, we reviewed our standard. In reviewing the standard we were conscious of
the need to balance investment in our network (which influences the performance of
our network) with the value which consumers place on reliable electricity supply. This
theme continues to influence our thinking, for example in how we prioritise repair work
versus improving the resilience of our network. This is discussed further below.

Consumer consultation

In our 2006 review we undertook substantial consultation with stakeholders on our
proposed security of supply standard. We proposed a number of changes. The
implications for consumers of our proposed changes to the standard were that:

e we would maintain our historical levels of network reliability for existing
Christchurch city consumers

e electricity reliability in new subdivisions on the outskirts of Christchurch would have
slightly lower levels of network reliability, by around fifteen minutes per consumer
every three years, on average
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¢ we would maintain historical levels of network reliability for rural consumers.
We consulted with the following stakeholder groups on our proposals:

e Christchurch City Council

e Selwyn District Council

e Environment Canterbury

e Meridian Energy

e Contact Energy

e Mighty River Power

e Canterbury Regional Energy Group (Meridian/Transpower/Chamber of
Commerce/ECAN)

e Retailer CEOs

e Maijor Electricity Users Group

e Chamber of Commerce

e Canterbury Manufacturers Association

e The Meridian Community Group which consists of Christchurch Budget Advisory
Services, Power Consumers Society, Greypower, Lincoln Community Care, a
representative of the disability sector, the Tenants Protection Society.

No party indicated that our proposed standard needed alteration. A number of
comments were received commending us on our efforts to discuss this matter with
community and consumer groups and the amount of consideration we had given the
issue.

Accordingly we adopted our revised security of supply standards and incorporated
them into our subsequent AMPs. These standards form the basis of our system
planning, design and performance of our network.

Trade-offs between electricity distribution prices and network resilience and reliability
have been a focus for us, and remain so post earthquake. Generally, the more we
invest in our network, the more resilient and reliable our network becomes.

The key trade-off is that the more we invest, the higher our prices become, as we need
to recover our costs. Over the decade up to the earthquakes, we improved the quality
of supply for our consumers, while constraining our annual average price movements
to less than CPI over the same period. As demonstrated in Section 6.2.1 our pre-
earthquake reliability performance is well within the top quartile of NZ EDBs. We have
achieved this with average prices which are lower than the median of NZ EDBs.

We are committed to seeking our consumers’ views on the trade-offs between price
and service quality to ensure that our network investment decisions consider consumer
preferences. Our most recent consultation undertaken as a direct consequence of this
CPP proposal is summarised in our CPP application.

Our proposal to increase prices to consumers partly reflects our plans to restore the
performance of our network to pre earthquake standards, over time. These standards
were developed via earlier consultation. The recent consultation we have undertaken
on our CPP proposal has not identified demand for reduced network performance.
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Network security of supply standard

The thresholds for each demand/location group which are set out in our security of
supply standard tend to err on the side of caution and generally provide a level of
security that is slightly above the requirements of the average consumer connection.
This is because within each demand/location group there is a mix of consumer types,
some with more critical needs than others. For example, our (pre-earthquake) analysis
determined that it was appropriate to provide a slightly higher level of network security
for the Christchurch CBD. This approach ensures that consumers who place a high
value on security of supply are adequately serviced in areas where a mix of consumer

types exists.

Our current network security of supply standard is set out below.

Network security of supply standard

Class Description

Urban Transpower GXPs

A1 Lines, buses and
supply banks

Rural — Transpower GXPs

B1 Lines, buses and
supply banks

B2 Supply banks

Urban — Orion network

C1 Zone substation with
CBD or special
industrial load

Cc2 Zone substation without
CBD or special
industrial load

C3 Zone substation or
11kV ring with CBD or
inner urban load

C4 Outer, mainly
residential zone

Load
Size
(MW)

15 - 200

15-60

15-40

15-40

2-15

N-1 Cable, line
or transformer
contingency

No interruption

No interruption

Restore in repair
time

No interruption

No interruption

Restore within
0.5 hr

Restore within

N-2 Cable. line or
transformer
contingency

Restore within
2hrs

Restore within
4hrs

Restore in repair
time

Restore within 1hr

Restore within
2hrs

Restore 75%
within 2hrs and the
rest in repair time

Restore 75%
within 2hrs and the

Bus fault or
switchgear
failure

No interruption
for 50% and
restore rest
within 2hrs

No interruption
for 50% and
restore rest
within 4hrs

Restore in
repair time

No interruption
for 50% and
restore rest
within 2hrs

No interruption
for 50% and
restore rest
within 2hrs

Restore within
2hrs

Restore within
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C6

C7

substations

Inner 11kV distribution
feeder

Outer, mainly
residential 11kV
distribution feeder

11kV distribution spurs

Rural — Orion network

D1

D2

D3

D4

Subtransmission
feeders

Zone substations and
subtransmission
feeders

Small zone substations
and 11kV distribution
feeders

11kV distribution spurs

05-2

0.5-4

0-0.5

15-60

1-4

0-1

2hrs

Restore within
1hr

Restore within
1hr

Use generator
to restore within
4hrs

No interruption

Restore within
4hrs ¥

Restore within
4hrs ¥

Restore in repair

time

rest in repair time

Restore in repair
time

Restore in repair
time

Restore in repair
time

Restore within
4hrs @

Restore 50%
within 4 hrs and
the rest in repair
time "

Restore in repair
time

Restore in repair
time

™ Assumes the use of interruptible irrigation load for periods up to 48 hours

Current network not consistent with security of supply standards

Orion,
2hrs

Restore 90%
within 1hr and
the rest in 4hrs
(use generator)

Restore 90%
within 1hr and
the rest in 4hrs
(use generator)

Use generator
to restore
within 4hrs

No interruption
for 50% and
restore rest
within 4hrs ("

Restore within
4hrs

Restore 75%
within 4hrs and
the rest in
repair time

Restore in
repair time

In the short term, regardless of the future incidence of earthquakes, our underlying
reliability and resiliency has materially altered and we are not able to meet our system
security standards across our network. A number of factors have affected our
underlying reliability, including:

many assets, particularly underground cables, have been damaged during
earthquakes but do not fail until sometime later. Often this delayed failure will occur
when seasonal changes lead to wetter conditions and a higher water table resulting
in moisture entering damaged insulation, or as the network becomes more heavily
loaded during winter. We have already seen these effects on our network. It would
be cost-prohibitive to replace cables on a precautionary basis, and it is not always
possible to establish if earthquakes were the original cause of any specific failure
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e some areas of our network are operating with a lower level of security than we
would normally provide. This occurs where our backup supply systems are
damaged, or where our primary supply systems have been damaged and we are
relying on backup systems. In these situations, outages last until we can fix a fault,
rather than being able to restore supply via alternative routes while repair work is
carried out

e increased civil works in relation to repair work for other services (roading, water,
waste water and telecommunications) has led to a higher incidence of third-party
damage to our assets. This is expected to continue throughout the CPP period as
the Christchurch rebuild works proceed. Orion currently has a number of on-going
legal disputes against various contractors. For example we have recently filed
court proceedings against two companies that damaged a 66kV sub-transmission
cable while repairing a broken water main

¢ we have installed a number of temporary over-head high-voltage feeders to restore
supply in our eastern suburbs. A normal attribute of overhead lines is that they
provide a lower level of reliability than underground cables. We have observed a
number of outages that have affected large areas of the city as a result of faults
(such as bird strike) on these lines

e there is an increasing number of requests for planned outages as the demolition
work in the city continues, and as we begin to enter a long rebuilding phase. Much
of this work requires alterations to our network which result in planned outages.

As a result, we consider that our network security levels and associated reliability
performance has fundamentally changed, and the current regulatory methods which
assess our reliability performance against historical levels are no longer appropriate in
the short to medium term.

Network architecture review

Our network reliability as measured by SAIDI and SAIFI is ultimately determined by our
network architecture. As a consequence of the damage to our network we are now
reviewing our network architecture. The outcome of this review will set the long term
reliability characteristics of our network once fully implemented and increase levels of
resiliency. To date we have completed the review of the sub-transmission network and
our future sub-transmission planning (including capital expenditure set out in sections
8-9 of this report) reflects these decisions. A summary of this review is included at
Appendix 6.

We have also undertaken a review of our 11kV architecture. A summary of this review
is included at Appendix 7.

Our requirement for N-2 standard (three 66kV cables for two zone substations) applies
to load groups of 80MW and above. This is consistent with the UK P2/6 standard
which requires at least partial restoration of load for demand in the range of 60-300MW
and greater restoration for loads in excess of 300MW for N-2 events which is ‘almost
N-2’.

Our network security of supply standard was developed following a comprehensive
study culminating in the publishing of our standard in 2006. This used VOLL figures
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published by the Electricity Commission and included public consultation,
benchmarking and an external review.

The cost to provide this interconnectivity is very modest. By way of example, the
proposed link that provides this resiliency in our northern urban loop is the Marshland
to McFaddens link (which is to be built after the end of the CPP period). This is
primarily required in the longer term to provide uninterrupted N-1 security for
Dallington, Rawhiti and Marshlands, so it serves a dual purpose.

Impact of third parties on network resilience and reliability

One of the biggest risks to our planned improvements to network resilience and
reliability in the short to medium term is that third parties, including CERA and Stronger
Christchurch Infrastructure Rebuild Team (SCIRT), can impact both planned and
unplanned outages as follows:

¢ risk to planned outages: CERA and SCIRT currently control the speed, intensity and
priorities of the Christchurch rebuild. These factors, including the requirement for
SCIRT to manage all in-ground civil works, will impact Orion’s level of planned
outages. We may have to defer our own planned work programme (including the
work required to improve to network resilience) if the incidence of CERA/SCIRT
driven planned outages is significantly higher than present levels. This would result
in a slower rate of improvement in overall network resilience and reliability

¢ risk to unplanned outages: CERA and SCIRT will also influence the level of work
undertaken by third party contractors as a result of their rebuild plans. This is
expected to have a direct impact on the level of unplanned outages, for example as
a result of accidental cable strikes. If unplanned outages caused by third party
contractors significantly increases above present levels we may also have to defer
our own planned work in order to respond to unplanned outages.

Prioritisation

Scheduling of network projects will take into account a number of factors. We need to
prioritise our network response in order to manage the large number of tasks to be
completed and accommodate the needs of our consumers and other external
agencies. Of particular relevance for the CPP period are the following:

o satisfying individual or collective consumer expectations: We consider satisfying
consumer expectations as the most important factor and give priority to the
constraints that are most likely to impact supply to consumers through extended or
frequent outages or compromised power quality

e coordination with NZ Transport Authority (NZTA), CERA, SCIRT and local authority
civil projects: These parties are responsible for key civil infrastructure projects such
as the new Christchurch Convention Centre and central city redevelopment projects
such as the Avon River Precinct which has recently commenced. As the shape of
the redevelopment of Christchurch continues to evolve and we must maintain some
flexibility in our own planning to accommodate the city’s needs as they become
more certain. We are doing everything we can to gather the information we need
about the city planning in order to develop and implement our own plans and to
contribute to the decisions of others as required
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e Our asset replacement programme: We extensively review areas of the network
where scheduled asset replacement programmes occur to ensure the most efficient
and cost-effective solution is sought which integrates with the current and long-term
network development plan. Due to the earthquakes, some replacement
programmes were deferred. We have initiated a cable testing programme to inform
future replacement work

e Resources: We need to make the best use of skilled resources for planning,
scheduling, tendering and contracting. This may require some prioritisation between
improving resiliency, managing CERA and SCIRT initiated outages and responding
to unplanned interruptions.

After assessing the above factors, the final decision to undertake projects depends on
urgency and resources available. We use our knowledge, research and assessments
of risk to determine network priorities. We place a lot of emphasis on understanding
our network. Other factors also apply, such as seasonal timing (to avoid taking
equipment out of service during peak loading periods: winter for urban projects and
summer for rural projects); contractor workflow; and the sequencing of interconnected
projects. Professional engineering judgements based on our experience and expertise,
are used when making these decisions.

6.3 Current reliability performance
IM 5.4.5(b)
6.3.1 DPP method

The Electricity Distribution Services Default Price-Quality Path Determination 2010
(2010 DPP) sets out the method for deriving the quality standards that each EDB is
required to comply with for the FY11-FY15 regulatory period.

The DPP quality standards that apply to each EDB comprise a SAIDI and a SAIFI
standard, determined using the following method:

¢ establish a historical outage Reference Dataset comprising all Class B (own network
planned) and Class C (own network unplanned) outages for the five year period 1
April 2004 — 31 March 2009

e collate the dataset into daily SAIDI and daily SAIFI

e exclude all zero event days

¢ calculate a Boundary value for each of SAIDI and SAIFI as follows:

aSAIDI +2.5 BSAIDI) aSAIFI +2.5 BSAIFI)

Bsapi=€ ( Bsar = el
where:

aSAIDlis the average of the natural logarithm (In) of each daily SAIDI value in
the non-zero dataset

BSAIDlis the standard deviation of the natural logarithm (In) of each daily SAIDI
value in the non-zero dataset

aSAIFlis the average of the natural logarithm (In) of each daily SAIFI value in
the non-zero dataset;
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BSAIFlis the standard deviation of the natural logarithm (In) of each daily SAIFI
value in the non-zero dataset.

e normalise the Reference Datasets as follows:

For any day in the Reference Dataset where the daily SAIDI value is greater than

Bsaipi:
(i) replace the daily SAIDI value with Bsap

(i) replace the daily SAIFI value with Bsa if the daily SAIFI value for that day
exceeds Bsar

calculate the SAIDI Reliability Limit (SAIDI i) is as follows:
SA|D|L|M|T = lJSA'Dl + oSAIDI

where:

uSAIDI is the average annual SAIDI value in the Normalised Reference
Dataset, which is given by:

Sum of daily SAIDI values in the Normalised Reference Dataset

5

oSAIDI is the standard deviation of daily SAIDI values in the Normalised
Reference Dataset multiplied by V365

¢ calculate the SAIFI Reliability Limit (SAIFI 1) is as follows:
SAIFI vt = WSAIFI + cSAIFI
where:

uSAIFl is the average annual SAIFI value in the Normalised Reference Dataset,
which is given by:

Sum of daily SAIFI values in the Normalised Reference Dataset

5

0SAIlFl is the standard deviation of daily SAIFI values in the Normalised
Reference Dataset multiplied by v365

6.3.2 Our DPP quality standards

Our DPP Quality Standards (SAIDI and SAIFI Limits) were derived from information
collated in our Reliability Database. We calculated our DPP Limits as follows:

¢ we extracted daily records on the sum of consumer minutes and sum of consumers
affected during Class B (planned) interruptions and Class C (unplanned)
interruptions on our network over the reference period (1 April 2004 to 31 March
2009)

o we then excluded days with no outages to develop a non-zero dataset

e using the above data and data as to the total number of consumers used in the
derivation of annual reliability statistics we calculated daily SAIDI and SAIFI

o the SAIDI and SAIFI results are assumed to follow a lognormal distribution and the
DPP method establishes Boundary values 2.5 standard deviations from the average
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e any days where the SAIDI result exceeds this boundary value is classified as a
major event day (MED) and the SAIDI results for that day are “normalised” by
reducing them to their Boundary values

¢ if on the same day, SAIFI exceeds it Boundary, SAIFI results for that day are also
normalised.

Orion’s results

The SAIDI Boundary value is described by the expression:

Bsap = € (aSAIDI +2.5 BSAIDI)

where

aSAIDI is the average of the natural logarithm of each daily SAIDI value, which
we have calculated as -2.843

BSAIDI is the standard deviation of the natural logarithm of each daily SAIDI
value, which we have calculated as 1.777

Substituting the average and standard deviation gives:

Bsap =€ (-2.843 + 2.5 x 1.777)

=4.95

The SAIFI boundary value is described by the expression:

Baair = € (aSAIFI +2.5 BSAIFI)

where

aSAIFl is the average of the natural logarithm of each daily SAIFI value which
we have calculated as -7.574

BSAIF! is the standard deviation of the natural logarithm of each daily SAIFI
value, which we have calculated as 1.996

Substituting the average and standard deviation gives:

Bsap =€ (-7.574 + 2.5x1.996)

=0.075

The Reference Dataset is then normalised by replacing any daily SAIDI result that is
greater than the SAIDI Boundary value with the SAIDI Boundary value, and on these
same days, reducing the SAIFI value to the SAIFI Boundary value (if it is greater).

Our Reference Dataset includes two MEDs as follows:

e 19 September 2005: SAIDI of 12.20 reduced to 4.95 and SAIFI of 0.048 remains
unchanged

e 12 June 2006: SAIDI of 100.29 reduced to 4.95 and SAIFI of 0.074 remains
unchanged.

Both of these days were dominated by outages caused by severe snow storms.

Our reliability limits are then established as one standard deviation above the average
for the Normalised Reference Dataset.
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The SAIDI limit is described by the expression:
SA|D|L|M|T = aSAIDI + BSA'D'
where:

aSAIDI is the annual average SAIDI in the normalised dataset, which we have
calculated as 52.99

BSAIDI is the standard deviation of SAIDI in the normalised dataset which is
annualised by multiplying it by the square root of the number of days in the
year, which we have calculated as 6.74

Substituting the average and standard deviation gives:
SAIDI jr=52.99 + 6.74
=59.73

The SAIFI limit is described by the expression:
SAIFI T = aSAIFI + BSAIFI
where

aSAIFlis the annual average SAIFI in the normalised dataset, which we have
calculated as 0.676

BSAIDI is the standard deviation of SAIFI in the normalised dataset which is
annualised by multiplying it by the square root of the number of days in the
year, which we have calculated as 0.100

Substituting the average and standard deviation gives:
SAIFl = 0.676 + 0.100
=0.776

6.3.3 Demonstrating compliance

During the DPP regulatory period, we must submit an annual compliance statement
which sets out our compliance or otherwise with its DPP Quality Standards, the
SAlDlLimit and SAlFlLimn_

Each year Assessed SAIDI and SAIFI values are calculated, which are then compared
to their corresponding SAIDI and SAIFI Limits. These are calculated as follows:

¢ normalise the Assessment Dataset for the Assessment Period. An Assessment
Period is one regulatory year within the DPP Regulatory Period. This comprises the
following:

For any day in the Assessment Dataset where the daily SAIDI value is greater than

Bsaipi:
(i) replace the daily SAIDI value with Bsap

(i) replace the daily SAIFI value with Bsa if the daily SAIFI value for that day
exceeds Bsar

e calculate Assessed values as follows:
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(a) The SAIDI Assessed value (SAIDlassess) is the sum of daily SAIDI values in
the Normalised Assessment Dataset for the Assessment Period

(b) The SAIFI Assessed value (SAIFlassess) is the sum of daily SAIFI values in
the Normalised Assessment Dataset for the Assessment Period.

This is represented by the following equations:
SAIDlassess <1 SAlFlassess =1
SAIDIimit SAIF I imit

Compliance with the DPP Quality Standards is achieved by either:

(a) complying with the annual reliability assessment for that Assessment Period;
or

(b) having complied with those annual reliability assessments for the two
immediately preceding extant Assessment Periods.

6.3.4 Our DPP compliance position to date

This section describes our reliability results for the first two years of the DPP, FY11 and
FY12.

Our actual reliability results (prior to normalising the data for extreme events) were:

Orion’s reliability results for the first two DPP assessment periods

FY11 FY12
Limit Raw data Normalised] Raw data Normalised

SAIDI 59.7 3,811.6 106.3 230.6 133.7
SAIFI 0.78 3.04 1.24 2.22 1.90

Our raw results exceeded our reliability limits for both SAIDI and SAIFI, for both of the
first two years of the DPP. Once the results were normalised in accordance with the
DPP method, ie: MEDs were identified and the boundary values substituted for the
actual daily result. Due to the earthquakes, our FY11 and FY12 results exceed our
DPP limits. This is illustrated below.

SAIDI (normalised)

160 -
140 +
120 A
100 A
80

60 -
40_ I I
20 A

0

FYOS5 FYO6 FY07 FY08 FY09 FY10 FY11 FY12

Class B (planned interruptions on the network) B Class C (unplanned interruptions on the network)

e DPP Limit (FY11-FY15)
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SAIFI (normalised)

2.0 4
1.8
1.6 1
1.4 4
1.2
1.0 +
0.8

0.0
FYOS

FYO6 FY07

FYO8 FYO9

0.6
0.4
0.2 A

FY10 FY11 FY12

Class B (planned interruptions on the network) = Class C (unplanned interruptions on the network)

e DPP Limit (FY11-FY15)

At a more fundamental level, it is worth noting we have had difficulty establishing a
meaningful measure of reliability in FY 11, particularly in relation to areas of the city that
were deemed too dangerous to occupy, and were cordoned off. While the power
remained off in these areas, there were no consumers wanting supply. The point at
which an outage ceases to be an outage, and becomes a normal disconnection is not

clear.

Following the 22 February 2011 earthquake, we had a number of semi-permanent
outages where we were unable to repair or were prevented from repairing our network
assets, and/or there were no consumers in the area to receive supply. To finalise
numbers for the year, we manually “ended” these outages at the end of the financial
year, on 31 March 2011. After seeking agreement with the Commission, we have
accumulated back the outage minutes for these events against the day that the
outages began, and the results for these particular days are capped as MEDs.

In the first two Assessment Periods (ie: FY11 and FY12) we have identified 15 MEDs
where the daily SAIDI exceeded the boundary value of 4.95. These are summarised in
the following table.

MED events where the boundary value for SAIDI was exceeded

Daily SAIDI

adjustment

Daily SAIFI
adjustment

Primary Cause

4 September
2010

5 September
2010

8 September
2010

21 December
2010

432.47
reduced to
4.95

12.59
reduced to
4.95

12.99
reduced to
4.95

5.14 reduced
t0 4.95

0.861
reduced to
0.075
0.029
unchanged

0.323
reduced to
0.075
0.028
unchanged

7.1 magnitude earthquake centred near Darfield

Total of 232 aftershocks with 5 earthquakes in

excess of magnitude 4.5

Total of 138 aftershocks with 3 earthquakes in
excess of magnitude 4.5

Wind storm affecting rural parts of our network,
with norwest winds gusting in excess of
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26 December
2010

22 February
2011

9 March 2011

16 April 2011
27 April 2011
13 June 2011

24 July 2011

15 August
2011
16 August
2011

30
September
2011

23 December
2011

8.63 reduced
t0 4.95

3260.51
reduced to
4.95

7.60 reduced
t0 4.95

8.94 reduced
t0 4.95

6.91 reduced
t0 4.95

61.68
reduced to
4.95

5.67 reduced
t0 4.95

6.16 reduced
t0 4.95
6.39 reduced
t0 4.95

9.49 reduced
to 4.95

31.22
reduced to
4.95

0.271
reduced to
0.075
0.650
reduced to
0.075
0.009
unchanged

0.111
reduced to
0.075
0.064
unchanged

0.275
reduced to
0.075
0.018
unchanged

0.048
unchanged
0.037
unchanged

0.061
unchanged

0.159
reduced to
0.075

100km/h
“Boxing Day” earthquake, magnitude 4.9 close
to Christchurch CBD

Devastating 6.3 magnitude earthquake centred
under the Port Hills with significant energy
release directed at Christchurch CBD

Delayed faults from 22 February 2011
earthquake affecting less than 50 consumers in
an area that remained cordoned off for an
extended period of time

5.3 magnitude earthquake caused a fault in our
66kV supply to a high density urban area for
several hours

Delayed fault to a communications cable led to
loss of supply from one of our significant urban
substations for a number of hours

Magnitude 5.9 and 6.4 earthquakes centred
under Port Hills, close to Sumner

Snowstorm, reported as “The worst snow fall in
15 years blanketed quake-hit Christchurch
overnight with up to 30cm of snow covering the
city”

Snowstorm, reported as “New Zealand's biggest
snow storm in 50 years”. In Christchurch there
was a little less snow than the snowstorm 3
weeks prior, but the snow was wetter, heavier
and the poor weather conditions lasted longer
Fault on temporary 66kV overhead line feeding
Christchurch eastern suburbs for several hours.
Suspected bird strike

Magnitude 5.9 and 6.0 earthquakes centred
near the coast close to Christchurch eastern
suburbs

Graphing the cumulative SAIDI and SAIFI throughout the assessment periods shows
that we remained within our limits until the earthquakes began on 4 September 2010,

and the significant impact of the earthquakes.
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Cumulative SAIDI results - FY11 Cumulative SAIFI results - FY11
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The corresponding graphs of our normalised results show the progression of our
reliability results through the two assessment periods.

Cumulative normalised SAIDI results - FY11 Cumulative normalised SAIFI results - FY11
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As our assessed SAIDI and SAIFI results for both years exceed their respective limits,
we have not complied with the DPP Quality Standards to date. We do not expect that
our network reliability will return to pre-earthquake levels for some years yet.

Since the earthquakes, we have experienced a higher number of underground cable
faults as damaged cables return to normal loading levels and/or are exposed to
moisture. As noted above, we are carrying out a programme of cable testing that is
estimated to take more than five years to complete. This timeline is driven by resource

123



Orion,

prioritisation, availability of cable testing equipment, and the need to perform testing at
times when system loadings permits.

We will not fully replace the temporary single circuit overhead 66kV lines in the urban
area to provide N-2 security to the Rawhiti and Dallington zone substations until the
calendar year 2014.

The significant repair and rebuilding of other infrastructure (roads, water and waste
water services) also exposes our assets to a higher risk of damage. In a recent
example, a contractor repairing water services in the suburb of Milton, struck one of our
66kV oil filled sub transmission cables, which we had to take out of service and bring in
specialist contractors to repair.

6.4 Proposed quality standard variation
IM 5.4.5(a)

Orion is proposing the following quality standard variation.
6.4.1 Proposed SAIDI and SAIFI limits for CPP period

The DPP methodology sets uniform SAIDI and SAIFI limits for the entire DPP period.
We are not proposing uniform limits throughout the CPP period. Setting uniform
reliability limits for the CPP period will disadvantage consumers and not reflect the
impact of the investment provided for in the CPP proposal.

Accordingly in order to reflect the expected improvements in the reliability of Orion’s
network as network resilience is regained we have set decreasing SAIDI and SAIFI
limits over the CPP period. These reflect the expected movement from the current
abnormal network circumstances, to more a steady state operating environment
consistent with Orion’s expenditure plan. They also reflect significant progress towards
restoring our service performance to the levels required by our consumers.

The table below shows the proposed SAIDI limit, in comparison to the DPP SAIDI limit.
These limits include the normalisation adjustments consistent with the DPP method.
Although FY14 falls outside the CPP regulatory period, we have derived an indicative
limit for that year, as this has been necessary in order to establish the limits for the
CPP years which follow. This also illustrates the transitional improvements we are
expecting to make prior to the commencement of the CPP regulatory period.

period

sADI  |DPP limit | FY14 FY15 FY16 FY17 FY18 FY19

uSAIDI 53.0 97.2 94.7 86.5 83.1 75.2 67.0
oSAIDI 6.7 9.3 9.0 8.2 7.9 7.2 6.4
SAIDI jmr 59.7 106.4 103.8 94.7 91.0 82.4 73.4

The table below shows the proposed SAIFI limit, in comparison to the DPP SAIFI limit.
The limits include the normalisation adjustments consistent with the DPP method. An
indicative limit for FY14 year is also shown as this is required in order to establish the

limits for the CPP years which follow.
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period

[SAIFI  |DPP limit | FY14 FY15 FY16 FY17 FY18 FY19

uSAIFI 0.68 1.29 1.25 1.1 1.07 0.94 0.80
GSAIFI 0.10 0.11 0.11 0.09 0.09 0.08 0.07
SAIFI it 0.78 1.40 1.36 1.21 1.16 1.02 0.87

6.4.2 Reason for the proposed quality standard variation
IM 5.4.5(b)

As explained in Sections 6.2 and 6.3 above, it is expected to be some time before our
network achieves pre-earthquake reliability performance. This is due to the damage to
the network and the increased infrastructure activity expected in Christchurch for the
foreseeable future. Accordingly, as part of our CPP proposal we must propose new
quality standards which better reflect what we can realistically achieve. The remainder
of this section of the CPP proposal sets out how we have derived our proposed quality
standards.

6.4.3 Methodology
IM 5.4.5(c) (i)
The CPP IM requires among other things that our CPP proposal contain:

¢ information supporting different SAIDI and SAIFI limits, and the statistical analysis
supporting the derivation of those limits consistent with the DPP method

¢ an explanation of the reasons for the proposed quality standard

¢ an engineer’s report on the extent to which the proposed quality standard reflects
the realistically achievable performance of the EDB over the CPP regulatory period
based on statistical analysis of past SAIDI and SAIFI performance and level of
investment provided for.

This section explains the methodology and rationale used to construct our proposed
CPP quality standards.

General approach

We propose to retain SAIDI and SAIFI limits for the purpose of specifying quality
standards for our CPP.

Our proposed approach is a forecast approach that uses historical data to inform the
likely outage frequency, duration and affected consumers on our network for the CPP
regulatory period. The approach is consistent with the DPP method, but incorporates
the following refinements:

e our current DPP uses a top down approach by using total planned and unplanned
(Class B and C) SAIDI and SAIFI from the reference period to determine the quality
standards

e we propose a bottom up approach that disaggregates historical data into causes,
voltages and regions (and also examining asset categories) in order to determine
expected future performance of different parts of the network. The rationale for this
is that historical performance is believed to be a reasonable predictor of future
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performance for some parts of the network, while it is not believed to be a
reasonable predictor of future performance for other parts of the network

e our current DPP uses the FY05-FYQ9 years as the historical reference period. Our
approach uses the more recent FY08-FY 12 years as the historical reference period.
This is the most recent data available and is consistent with the DPP approach
which uses the most recent data available prior to the reset to determine the quality
standards. It also provides us with information about the impact of the earthquakes
on different parts of our network

e we have also created an alternative historical reference period which comprises the
24 months following the first major earthquake in September 2010 (September
2010 — August 2012). This also provides us with information about the impact of
the earthquakes on different parts of our network

e we normalise the data we use, using the DPP method for deriving boundary values,
and then applying them to SAIDI on days (MEDs) where the boundary values are
exceeded, and SAIFI, on the same day, if the SAIFI boundary values are exceeded.
As we have used a bottom up approach, it has been necessary to allocate the
boundary value on each MED between the interruptions incurred on each MED

¢ we have eliminated from the historical reference datasets the outages which were
directly attributed to earthquakes. Accordingly our proposed reliability standards
include no allowances for future earthquake activity. The CPP may be reopened
following a catastrophic event, and should this occur, the quality standards could be
reset. The October 2012 estimates from GeoNet’ predict that within the next 12
months, within the Canterbury aftershock zone,® there is a:
- 71% probability of a magnitude 5 0 — 5.4 earthquake

30% probability of a magnitude 5.5 — 5.9 earthquake

9% probability of a magnitude 6.0 — 6.4 earthquake

3% probability of a magnitude 6.5 — 6.9 earthquake

<1% probability of a magnitude 7.0 — 7.9 earthquake.

Source data

Historical outage data for interruptions prior to November 2011 was sourced from our
faults database which was manually populated by our System Controllers. Outage
data for the interruptions which occurred after November 2011 was sourced from
Orion’s new Outage Management System, which operates under ‘PowerOn’, our
SCADA Network Management System.

Our proposed approach involves separating historical outage data geographically into
two distinct regions, ‘urban network’ and ‘rural network’. Within each of these regions,
data is grouped based on voltage, interruption cause and asset class.

° A collaboration between the Institute of Geological and Nuclear Sciences and the Earthquake Commission

6 Which extends from Hororata in the west to large parts of Banks Peninsula in the east, and from Kaiapoi in the north

to Lincoln in the south
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We have separated the urban network from the rural network because both sub
transmission networks (but in particular the urban 66kV ring) will undergo major
planned upgrades over the CPP period to improve network resiliency. In addition, the
earthquake consequences are mainly limited to the area supplied by the urban 66kV

sub transmission network, where underground cables were damaged from ground
movement and liquefaction.

For the purpose of analysing historical data we have grouped the data into causes, by
grouping together our standard reporting cause categories, as follows. This data is
assessed at 66kV, 33kV and 11kV voltages.

Orion network cause categories

Analysis cause category Orion’s cause category

Planned outage Programmed outage

Third party damage Third party damage

External factors (excluding Bird

earthquakes) Miscellaneous damage
Tree

Weather and environment
Vehicle collision

Vermin

Unknown
Earthquake Earthquake
System failure Human error

Plant failure

We have also analysed the historical outages attributed to Transpower using our cause
reporting categories, as follows:

Transpower asset cause categories

Analysis cause category Orion’s cause category
Transpower Transpower unplanned
Transpower planned Transpower shutdown
Transpower earthquake Transpower earthquake

All outages for which the cause and/or commentary were identified as earthquake
related have been separated out from the historical reference datasets. There have
been no outages directly caused by earthquakes or aftershocks since 12 January 2012
as illustrated in the charts below (which exclude Transpower outages). There are
however likely to be interruptions that occur as a result of earthquake damaged assets,
for which the cause may not be attributed to earthquakes. For the reasons outlined
above, outages caused by the earthquakes have not been included in any of the
calculations used to derive the proposed CPP SAIDI and SAIFI limits.
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For the purpose of analysing the pre and post earthquake performance attributed to
different parts of the network, we also further disaggregated the historical cause and
voltage data, into asset categories. We grouped together outages which were
attributed against our standard asset categories as follows:

Asset categories

Analysis asset category Orion’s asset category
Line Crossarm
Insulator
Line
Pole
Cable Cable
Other Fuse
Kiosk

Pole switchgear
Pole transformer
SCADA
Switchgear
Transformer
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In order to calculate historical SAIDI and SAIFI we have used the following ICP data.

ICP data

Year Average ICPs for period
FY05 176,083
FY06 179,130
FYQ7 181,873
FY08 184,617
FY09 188,158
FY10 191,232
2011 (1 April — 31 August 2010) 192,600
2011 (1 September 2010 — 31 March 2011) 193,133
FY12 191,958
2013 YTD (31 August) 190,136

Methodology applied in deriving the new standards

The general methodology and rationale for deriving the SAIDI and SAIFI attributed to
each cause, region and voltage during the CPP period is set out below. We have also
described how we have derived the boundary and standard deviation calculations,
which have been replicated from the method used in the DPP. Together these
methodologies combine to determine the proposed SAIDI and SAIFI limits over the
CPP regulatory period.

In this section we have presented data for the relevant historical reference period and
the CPP regulatory period. We have also included data for the CPP Assessment
Periods (FY13 and FY14) where these are relevant to determining our proposed CPP
limits. As noted above, all earthquake related interruptions have been removed from
the historical datasets (ie: no allowances are made for earthquake activity during the
CPP period).

In the remainder of this section we set out our methods for deriving the CPP Limits by
estimating SAIDI and SAIFI attributable to the following cause categories:

Cause categories

Number Cause Sub category Voltage
l. Third party damage  a. rural network all voltages
b. urban network 11kV and 33kV only
Il External factors a. rural network and all voltages
urban network 11kV and 33kV only
[l System failure a. rural network and 11kV only
urban network 11kV only
b. rural network and 33kV and 66kV only
urban network 33kV only
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V. Planned outages a. rural network all voltages

b. urban network 11kV and 33kV only
V. All causes a. urban network 66kV only
V1. All causes a. Transpower assets 66kV and 33kV

purchased by Orion

The data presented in the following tables is the raw outage data (ie: before
normalisation for MEDs) but excluding all outages directly attributed to the
earthquakes.

e Cause: third party damage
a. rural network (all voltages)
The DPP method is used for estimating SAIDI and SAIFI attributed to third party
damage in the rural network, to be included in the derivation of the SAIDI and SAIFI
CPP limits. This is derived from the FY08-FY12 reference period dataset, being the
most recent five year dataset available at this time.

The rationale for this is that interruptions from third party damage are external events
that are beyond Orion’s control and subject to random variation. As the rural area is
not significantly affected by the earthquake-related repairs, historical data is able to be
used to derive expected future SAIDI and SAIFI. This is consistent with the no material
deterioration principle which underpins how the DPP limits were set. It is also
consistent with consumer expectations for network performance to be restored to
historical levels.

The result of applying this method to SAIDI is illustrated below. This shows the
historical average of 1.5 SAIDI minutes extrapolated throughout the CPP period.

3rd party damage - Rural (all voltages) - Before normalisation - SAIDI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 11 0.9 1.9 1.8 15 1.4 1.4 1.4 14 14 14
33kV 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
66KV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 1.1 1.0 1.9 1.8 1.5 1.5 1.5 1.5 1.5 1.5 1.5

The result of applying this method to SAIFI is illustrated below. This shows the
historical average of 0.02 interruptions extrapolated throughout the CPP period.

3rd party damage - Rural (all voltages) - Before normalisation - SAIFI CPP period

[ ] FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 0.02 0.01 0.02 0.03 0.01 0.02 0.02 0.02 0.02 0.02 0.02
33KV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
66kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.02 0.02 0.02 0.03 0.01 0.02 0.02 0.02 0.02 0.02 0.02

b. urban network (11kV and 33kV)

In the urban network, we expect an increased level of work by third parties involved in
rebuilding Christchurch, in particular SCIRT and other contractors. This is expected to
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manifest itself in increased interruptions from third party damage from 1 January 2012’
continuing throughout the CPP period. The method used to estimate SAIDI and SAIFI
attributed to third party damage in the urban network is based on annualised data for
the period: 1 January 2012 — 31 August 2012. This figure is assumed to apply for the
entire CPP period.®

This estimate does expose us to some risk that the speed and intensity of rebuild
activities (which are influenced by external agencies) are greater than current levels. If
the intensity of the rebuild increases significantly above current levels, it is expected to
result in increased SAIDI and SAIFI attributable to third parties.

The result of applying this method to SAIDI is illustrated below. This shows the
annualised FY13 SAIDI minutes of 1.9 extrapolated throughout the CPP regulatory
period.

3rd party damage - Urban (11 and 33kV) - SAIDI

Before normalisation CPP period
[ FY15 FY16 FY17 FY18 FY19
11KV 1.9 1.9 1.9 1.9 1.9 1.9 1.9
33kV 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 1.9 1.9 1.9 1.9 1.9 1.9 1.9

*Annualised

The result of applying this method to SAIFI is illustrated below. This shows the
annualised FY13 SAIFI of 0.04 interruptions extrapolated throughout the CPP
regulatory period.

3rd party damage - Urban (11 and 33kV) - SAIFI

Before normalisation CPP period
[ FY15 FY16 FY17 FY18 FY19
11KV 0.04 0.04 0.04 0.04 0.04 0.04 0.04
33kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.04 0.04 0.04 0.04 0.04 0.04 0.04

*Annualised

o Cause: External factors
Historically, external factors have been the largest cause of interruptions on our
network. As stated above, before estimating SAIDI and SAIFI attributable to external
causes, all earthquake related interruptions were removed from the historical dataset.

a. rural network (all voltages) and urban network (11kV and 33kV)
Our rural network is predominantly overhead, so it is exposed to interruptions from
environmental conditions including extreme weather (such as snow and high winds).
The DPP method is used for estimating SAIDI and SAIFI to be attributed to external

’ SCIRT released their SCIRP (Stronger Christchurch Infrastructure Rebuild Plan) in December 2011. This

document outlines SCIRT'’s plans to rebuild Christchurch’s damaged infrastructure from 2012 onwards.

8 CERA's Recovery Strategy for Greater Christchurch (May 2012), project recovery works beyond 2019
suggesting heightened third party interruptions can be expected at least to the end of the CPP period.
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factors in the derivation of the SAIDI and SAIFI limits. This is derived using the same
method outlined above for the rural network third party damage, ie: it uses historical
averages derived from the FY08-FY 12 reference dataset. This approach is reasonable
for external factors because they are beyond Orion’s control, are subject to random
variation and are not affected by earthquake consequences.

The result of applying this method to SAIDI is illustrated below. This shows that the
historical average 17.9 SAIDI minutes (rural) and 6.7 SAIDI minutes (urban) is
extrapolated throughout the CPP period.

External factors - Rural (all voltages) - Before normalisation - SAIDI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 10.9 13.0 8.8 16.0 23.0 14.3 14.3 14.3 14.3 14.3 14.3
33kV 3.0 1.9 1.5 9.4 1.5 3.4 3.4 3.4 3.4 3.4 3.4
66KV 0.0 0.1 0.0 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Total 13.9 15.0 10.3 25.6 24.6 17.9 17.9 17.9 17.9 17.9 17.9

External Factors - Urban (11 and 33kV) - Before Normalisation - SAIDI CPP Period

[ ] FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 3.9 4.2 5.3 7.1 13.1 6.7 6.7 6.7 6.7 6.7 6.7
33KV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 3.9 4.2 5.3 7.1 13.1 6.7 6.7 6.7 6.7 6.7 6.7

The result of applying this method to SAIFI is illustrated below. This shows that the
historical average 0.18 interruptions (rural) and 0.07 interruptions (urban) is
extrapolated throughout the CPP period.

External factors - Rural (all voltages) - Before normalisation - SAIFI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 0.11 0.12 0.11 0.15 0.20 0.14 0.14 0.14 0.14 0.14 0.14
33kV 0.06 0.03 0.02 0.06 0.02 0.04 0.04 0.04 0.04 0.04 0.04
66KV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.17 0.15 0.13 0.21 0.22 0.18 0.18 0.18 0.18 0.18 0.18

External Factors - Urban (11 and 33kV) - Before Normalisation - SAIFI CPP Period

[ -] FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 0.06 0.05 0.06 0.08 0.10 0.07 0.07 0.07 0.07 0.07 0.07
33kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.06 0.05 0.06 0.08 0.10 0.07 0.07 0.07 0.07 0.07 0.07

Further consideration of external causes post earthquakes

In order to confirm our approach we examined the year on year variability in SAIDI and
SAIFI by considering the underlying causes. In some cases post earthquake data was
higher due to snow storms (FY12 and FY13) and increased tree interference due to
high winds in FY11. This analysis suggests that the estimating approach is valid. The
MED normalisation tends to apply on the days affected by major snow and extreme
high winds.

We also note that while high winds and snow storms are not uncommon in Canterbury,
and parts of the network are designed to accommodate snow loading, the network is
not designed to withstand severe snow storms or high winds.
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SAIDI minutes caused by external factors are those which are largely beyond Orion’s
control, thus we would expect variation over time. In some cases the post earthquake
interruption data appears different in comparison to the pre-earthquake performance.
This data has not been normalised for extreme events.

External factors - Rural (11kV) - SAIDI
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External factors - Urban (11kV) - SAIDI
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The charts above illustrate an increase in rural and urban 11kV SAIDI post-earthquake.
We have examined the data but cannot establish a causal relationship between the
earthquakes and the increase in these outages (which are predominantly associated
with tree/weather/unknown causes). We are aware of wind and snow storms which
occurred during the post earthquake period, the impacts of which are reflected in the
results.
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The chart above shows an increase in rural 33kV SAIDI minutes post-earthquake
which is similar to the 11kV trend. This increase was predominantly caused by factors
(such as trees and weather) which are believed to be independent of the earthquakes.

External factors - Urban (33kV) - SAIDI
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The chart above shows that urban 33kV SAIDI minutes are extremely low and there is
no post-earthquake impact.

This analysis confirms the expected variability in the sources of the outages caused by
external events in our rural and urban networks. There is no discernable trend from the
data available that suggests the earthquakes have influenced the frequency or duration
of outages to be expected from external events. Accordingly we have concluded that
our estimation approach (based on extrapolation of historical data) is valid for this
source of outages.

e Cause: System Failure
a. Rural (11kV) and Urban (11kV)

Orion’s rural and urban 11kV network assets have been subject to damage from
earthquakes, not all of which has manifested itself to date. We are uncertain as to the
condition of many of our underground assets, particularly urban 11kV cables. In
addition, post-earthquake reconstruction and relocation has changed load distribution
across the network and assets. Rural and urban 11kV network performance is
therefore different to what it was before the earthquakes occurred. Accordingly it is not
appropriate to use pre-earthquake historical data for estimating SAIDI and SAIFI
attributable to system failure for these assets.

Over time, assets will be tested and any residual deficiencies discovered and repaired.
This will occur through normal repairs, replacements, inspections, network
improvements and interruption response.

To account for the expected improvement in network resilience, it is assumed that the
SAIDI and SAIFI attributed to system failure will decrease linearly over the CPP period.
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This assumes the starting position is derived from the 24 month post-earthquake
historical average, with annual improvements over the CPP period to achieve a pre-
earthquake historical average equivalent to the current DPP (ie: using the DPP
reference dataset for FY05-FY09). This is consistent with our plan to complete our
post earthquake 11kV asset testing programme over a period of five years and address
issues arising from that programme through our maintenance and replacement
programmes within the CPP period.

A linear decrease is chosen as it balances benefits between Orion and consumers. It
is not possible to move immediately to a pre earthquake position for the reasons
outlined above. However, consumers will benefit from improved performance
throughout the CPP period as our network maintenance and replacement programme
progresses. In the absence of complete information about the condition of the network
post earthquake and the probability of failure, we believe that it is not possible to
determine a more accurate method at this time.

The result of applying this method to SAIDI is illustrated below. This shows a starting
point in FY14 of the post earthquake average SAIDI of 12.7 minutes (rural) and 20.0
SAIDI minutes (urban), reducing linearly to 7.6 minutes (rural) and 7.2 minutes (urban)
in FY19.

System failure - Rural (11kV) - SAIDI

Before normalisation CPP period

post
earthquake FY14 FY15 FY16 FY17 FY18 FY19
average

12.7 12.7 11.7 10.7 9.7 8.6 7.6

System failure - Urban (11kV) - SAIDI

11kV

Before normalisation CPP period
post
earthquake FY14 FY15 FY16 FY17 FY18 FY19
average
11kV 20.0 20.0 17.4 14.9 12.3 9.8 7.2

The starting point in FY14 of the post earthquake average SAIFI of 0.14 interruptions
(rural) and 0.38 interruptions (urban), reduces linearly to 0.10 interruptions (rural) and
0.13 interruptions (urban) in FY19.

System failure - Rural (11kV) - SAIFI

Before normalisation CPP period
post
earthquake FY14 FY15 FY16 FY17 FY18 FY19
average
0.14 0.14 0.13 0.12 0.11 0.10 0.10

11kV

System failure - Urban (11kV) - SAIFI

Before normalisation CPP period
post
earthquake FY14 FY15 FY16 FY17 FY18 FY19
average
11kV 0.38 0.38 0.33 0.28 0.23 0.18 0.13
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b. rural (33kV and 66kV) and urban (33kV)

There is no evidence to suggest that the post earthquake performance of the rural
33kV and 66kV and urban 33kV assets attributable to system failure is likely to be
different to the pre earthquake performance (e.g. the 33kV urban network assets are
located in the west of the urban area which was relatively unaffected by the
earthquakes). Accordingly the DPP method is used for estimating SAIDI and SAIFI
attributed to system failure for these assets. This is derived from the FY08-FY12
reference period dataset, being the most recent five year dataset available at this time.

The result of applying this method to SAIDI is illustrated below. The historical average
SAIDI of 2.1 minutes is extrapolated throughout the CPP period. This applies to rural
assets only, as no system failure outages were recorded for urban 33kV during the
historical period.

] FYi5  FYl6  FYi7 FViE  FYi9
33kV 3.7 3.3 2.2 1.2 0.2 2.1 2.1 2.1 2.1 2.1 2.1
66kV 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 3.7 3.4 2.2 1.2 0.2 21 2.1 2.1 2.1 2.1 21
— FY15 — FYI6  FYi7  FYis  FY19
33kV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

The result of applying this method to SAIFI is illustrated below. The historical average
SAIFI of 0.05 interruptions is extrapolated throughout the CPP period. As above, this
applies to rural assets only.

System failure - Rural (33 and 66kV) - Before normalisation - SAIFI
. FY15___FY16 __FY17 __FY18 __FY13
33kV 0.10 0.06 0.04 0.03 0.00 0.05 0.05 0.05 0.05 0.05 0.05
66kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.10 0.06 0.04 0.03 0.00 0.05 0.05 0.05 0.05 0.05 0.05
. FY15___FY16 __FYi7 __FY18 __FY13
33kV 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

e Cause: Planned Outage
a. rural (All Voltages)
The DPP method is used for estimating the SAIDI and SAIFI attributed to planned
outages for all rural assets. As the post earthquake rebuild activity, which will have an
impact on planned outages, is primarily concentrated in the urban network, historical
(pre-earthquake) data is relevant for the rural network. Accordingly a historical average
derived from the FY08-FY12 reference data is used.

The result of applying this method to SAIDI is illustrated below. This shows the
historical average of 11.8 SAIDI minutes is extrapolated throughout the CPP period.
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Planned outages - Rural (all voltages) - Before normalisation - SAIDI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
1kV 8.7 17.9 19.5 5.0 7.8 11.8 1.8 1.8 1.8 1.8 1.8
33kV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
66kV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 8.7 17.9 19.5 5.0 7.8 11.8 1.8 11.8 1.8 11.8 11.8

The result of applying this method to SAIFI is illustrated below. This shows the
historical average of 0.05 interruptions is extrapolated throughout the CPP period.

Planned outages - Rural (all voltages) - Before normalisation - SAIFI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11kV 0.03 0.06 0.08 0.03 0.03 0.05 0.05 0.05 0.05 0.05 0.05
33kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
66kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.03 0.06 0.08 0.03 0.03 0.05 0.05 0.05 0.05 0.05 0.05

b. urban (11kV and 33kV)
Orion is exposed to the risk that the speed and intensity of rebuild activities require a
greater number of planned outages than current levels. This is expected to result in
increased SAIDI and SAIFI attributable to planned outages.

The number and duration of planned outages in the urban network is expected to be
partly influenced by requests of external agencies, such as CERA and SCIRT, as the
Christchurch rebuild progresses. It is extremely difficult to predict this demand.
However, Orion will attempt to accommodate the needs of others within its planned
work programme and where possible prioritise to facilitate the requirements of others.

In addition Orion’s planned cable testing programme will affect urban assets. This is
not expected to result in a significant increase in planned outages as the network will
be switched around to provide alternative feeds where possible while testing is taking
place. Where no alternative feed exists, LV ties or generators are expected to be able
to be used to minimise disruption to consumers.

Our draft CPP proposal, which formed the basis of our consultation with consumers,
and which was subject to independent engineering review, proposed a constant level of
planned outages for the urban network based on historical data. On reflection, and
consistent with feedback from Linetech Consulting (their report is included as Appendix
3) we have revised our approach to this component of our proposed method. This is
the only change we have made in response to the engineering review.

Given the Christchurch redevelopment phase has only just commenced, we do not
believe that it is appropriate to limit urban planned outages to historical levels during
the CPP period. As CERA’s recovery plans extend beyond the end of the CPP period
we believe that additional allowances for planned outages must be provided for until
FY19. We do not have information which would allow us to forecast the likely level of
planned outages to occur over the CPP regulatory period. Thus, in the absence of a
better alternative, and consistent with Linetech’s report, we have doubled the historical
averages of 1.9 SAIDI minutes and 0.01 interruptions derived from the FY08-FY12
datasets for urban 11kV and 33kV planned outages.
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The result of applying this method to SAIDI is illustrated below with an allowance of 3.7
SAIDI minutes attributed to urban 33kV and 11kV planned outages throughout the CPP
period.

Planned outage - Urban (11 and 33kV) - Before normalisation - SAIDI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11KV 1.5 33 1.3 1.2 2.2 3.7 3.7 3.7 3.7 3.7 3.7
33KV 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 1.5 3.3 1.3 1.2 2.2 3.7 3.7 3.7 3.7 3.7 3.7

The result of applying this method to SAIFI is illustrated below. This shows 0.2
interruptions attributed to urban 11kV and 33kV SAIFI throughout the CPP regulatory

period.

Planned outage - Urban (11 and 33kV) - Before normalisation - SAIFI CPP period

[ FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
11KV 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02
33kV 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.01 0.02 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.02 0.02

e Cause: Urban 66kV network (all causes)
The September 2010 and February 2011 earthquakes severely damaged parts of the
Orion 66kV subtransmission network. The damage from the earthquakes resulted in
the following four circuits being retired:

Bromley to Dallington #1
Bromley to Dallington #2
Bromley to Pages/Brighton #1
Bromley to Pages/Brighton #2

In addition, the following circuits sustained damage requiring the insertion of new
sections of cable and/or through-jointing at points of damage:

e Addington to Armagh #1

¢ Addington to Armagh #2

e Lancaster to Armagh

¢ Addington to Milton #1 (third party contractor damage)
e Addington to Milton #2 (third party contractor damage)

The map included immediately overleaf illustrates the retired and damaged urban 66kV
circuits.

To increase resiliency (through route diversity) and to provide additional capacity for
expected growth in northern Christchurch, Orion have elected not to replace the retired
66kV cables in a ‘like for like’ manner, but to develop a new urban 66kV configuration
of these assets. The new configuration is illustrated on the second map on the
following pages.
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Planned new urban sub transmission network configuration
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The reliability of the existing and new sub transmission network is vulnerable in two
ways:

e increased failure rate due to earthquake damage
¢ reliability performance during the staged 66kV rebuild.

The method applied to estimating the SAIDI and SAIFI attributed to the urban 66kV
network comprises the following three elements:

i) Pre-earthquake (baseline) urban 66kV network reliability

The DPP method is used to estimate a base level of SAIDI and SAIFI attributed to the
urban 66kV network using a historical average of all categories (third party damage,
external factors, planned outages and system failure) of urban 66kV outages. This is
derived from the pre-earthquake FY05-FYQ9 reference data.

ii) Allowance for the area of the urban 66kV network that is not subject to the staged
66kV rebuild, but is vulnerable to an increased failure rate due to earthquake damage

An additional estimate of SAIDI and SAIFI to be attributed to the parts of the urban
66kV network not subject to the staged 66kV rebuild is made. This is based on an
expected number of annual interruptions and the maximum calculated impact of an
event on SAIDI and SAIFI (based on average restoration times from our Security of
Supply standards and the maximum number of consumers impacted by an
interruption).

Approximately 66% of Orion’s sub transmission network falls into this category. Many
of these circuits have sustained damage, and many have more through-joints than
before the earthquakes. This increases the likelihood of failure as joints are not as
reliable as the body of the cable.

Cable testing undertaken by Wire Scan in March 2011 on some of the 66kV circuits
identified 13 areas of impedance change (i.e. potential cable failures) over 8 66kV
cables (the report is set out in Appendix 8). Excavation around the areas of
‘impedance change’ did not show any visible external damage to the encasing
concrete. As further investigation would require serious intrusion, we have not been
able to confirm or repair the potential faults, leaving the network susceptible to
interruptions.

There are also likely to be other faults beyond those indicated by the Wire Scan tests.
For example one of the Addington to Armagh cables failed in a location that was not
detected as having an ‘impedance change’. We are currently undertaking a
programme of partial discharge tests that are expected to identify further areas of cable
damage.

The Bromley GXP to Lancaster zone substation cable illustrates the vulnerability of the
existing network. The cable route passes through neighbourhoods that were severely
damaged in the earthquake. Although this cable did not fail during any of the
earthquakes it is highly unlikely that this cable is not damaged in some way. Were the
Bromley to Lancaster circuit to fail, then the Lancaster zone substation would be
without power while 66kV switching takes place.
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As previously noted, the increased level of utility works occurring in the public berm
and roadways leads to a heightened risk of third party damage, e.g. a contractor
recently severed the two Addington to Milton 66kV circuits resulting in 0.275 SAIDI
minutes.

Based on these factors, it is appropriate to assume that the failure rate of the existing
66kV cables will be higher than normal over the CPP period. Over time the 66kV
assets will be tested and any residual deficiencies discovered and repaired. To
account for the expected improvement in network resilience, it is assumed that the
SAIDI and SAIFI attributed to the 66kV sub transmission network will decrease over the
CPP period. In estimating the failure rate of the existing sub transmission network we
have used our best judgement consistent with a prudent reliability scenario, to
determine the estimates which are summarised in the following table.

SAIDI and SAIFI impacts of interruptions on 66kV urban network not subject to upgrades

| _Fvia___Fvis__Fvi6 __Fvi7___FYi8 ___FY19

Increase in subtransmission events causing an

2 2 1 1 0 0
outage to customers
Impact to SAIDI (minutes) 8.9 9.0 4.4 4.4 0.0 0.0
Impact to SAIFI 0.15 0.15 0.07 0.07 0.00 0.00

The impact on SAIDI and SAIFI from a sub transmission failure has been based on the
maximum calculated impact (reflecting the average restoration times set out in our
Security of Supply standard and the maximum number of consumers impacted by an
interruption). These assumptions are outlined in more detail in the following section.

iif) Allowance for the areas of the urban 66kV network that are subject to the staged
66kV rebuild

An additional estimate of the SAIDI and SAIFI attributed to the parts of the urban 66kV
network that are subject to the staged 66kV rebuild were determined by modelling the
network configuration for each year of the CPP period.

The rebuild of the east Christchurch 66kV network and the upgrade of this network to
meet new load growth is a multi-year programme that lasts for the duration of the CPP
period. Until the network is returned to a N-1 security standard, it is estimated that the
SAIDI and SAIFI attributed to this area will be greater than pre-earthquake levels.

SAIDI and SAIFI impacts are based on an expected number of annual interruptions
and the maximum calculated impact of a 66kV event on SAIDI and SAIFI (based on
average restoration times using 11kV switching for zone substation outages® and the
number of ICPs affected by the outage).

The table below summarises the expected performance of the sub transmission
network for the north (N) and east (E) Christchurch areas, and demonstrates the
significant impact on reliability from a single outage on the 66kV network when 11kV
switching is used to restore supply.

® Restoration of supply was modelled to occur by either an alternative 66kV supply or use of the 11kV
network. Restoration times were assumed to be 5 minutes and 60 minutes respectively (based on our
Security of Supply standards).
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Calculation of SAIDI and SAIFI impact on urban 66kV network
TR RS Fvie Pvir Fvis o Fvio

Number of connections (N & E) 64,752 65,581 66,290 66,620 67,154 67,882
Change in SAIDI of N & E 2.96 1.97 3.21 2.00 2.40 1.08
Change in SAIFI of N & E 0.1 0.1 0.1 0.1 0.1 0.1
N & E % of total connections 34% 34% 34% 34% 34% 34%
Potential single event impact to Network wide SAIDI 4.44 4.50 4.38 4.37 4.37 4.08
Potential single event impact to Network wide SAIFI 0.1 0.1 0.1 0.1 0.1 0.1

The increased volume of work associated with the rebuild and upgrade of the northern
and eastern parts of the network, is expected to increase the number of unplanned
outages. These could occur due to commissioning testing and the reduced level of
security of supply when new assets are integrated into the network. In estimating the
failure rate of the northern and eastern sub transmission network subject to rebuild and
upgrade, we have used our judgement to determine a prudent reliability scenario, in
order to derive the following estimates.

SAIDI and SAIFI impacts of interruptions on 66kV urban network subject to upgrades
| Fvia__Fvi5 _FYi6___Fv17___FY18 _FY19

Increase in subtransmission events caused by
reduced security of supply during construction and 1 1 1 1 1 0
commissioning

Increase in subtransmission events caused by

staged 66kV rebuild L L ! ! ! !
Impact to SAIDI (minutes) 8.9 9.0 8.8 8.7 8.7 4.1
impact to SAIFI 015 015 045 045 015 0.7

The result of applying this method to SAIDI is illustrated below. This shows that the
baseline allowance is just 0.3 SAIDI minutes for urban 66kV. At the beginning of the
CPP period, four outages per annum are provided for (comprising two for the area not
affected by upgrades and two for the upgrade area). A total of 18 SAIDI minutes are
attributed to these outages. The number of expected outages is forecast to reduce
significantly as the resilience of the 66kV urban network is restored, and by FY19 just
one outage is predicted, contributing 4.1 SAIDI minutes to the proposed allowance.

All causes - Urban (66kV) - Before normalisation - SAIDI

] FYO5  FY06 FY07 FY08 FY09 FY14 FY15 FY16 FY17 FY18 FY19
Baseline 66kV urban 0.6 0.5 0.0 0.3 0.0 0.3 03 0.3 03 0.3 0.3
Not subject to 66kV urban upgrades 8.9 9.0 4.4 4.4 0.0 0.0
Subject to 66kV urban upgrades 8.9 9.0 8.8 8.7 8.7 4.1
Total 0.6 0.5 0.0 0.3 0.0 18.0 18.2 13.4 13.4 9.0 43

The result of applying this method to SAIFI is illustrated below. This shows a similar
trend to SAIDI. A baseline allowance of 0.03 SAIFI is provided throughout the CPP
period. The four additional outages predicted in FY15 contribute an additional 0.3
SAIFI. This reduces to 0.07 SAIFI by FY19, attributed to the one outage predicted on
the urban 66kV, as the urban 66kV subtransmission reconfiguration nears completion.

All causes - Urban (66kV) - Before normalisation - SAIFI

] FY05 FY06 FY07 FY08 FY09 FY14 FY15 FY16 FY17 FY18 FY19
Baseline 66kV urban 0.03 0.07 0.00 0.04 0.00 0.03 0.03 0.03 0.03 0.03 0.03
Not subject to 66kV urban upgrades 0.15 0.15 0.07 0.07 0.00 0.00
Subject to 66kV urban upgrades 0.15 0.15 0.15 0.15 0.15 0.07
Total 0.03 0.07 0.00 0.04 0.00 0.32 0.33 0.25 0.25 0.17 0.10
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o Cause: Outages originating in Transpower assets purchased by Orion
Orion has recently purchased, and is planning further purchases, of a number of spur
assets owned by Transpower (Papanui spur assets were purchased on 1 August
2012). Similar to the provisions in the DPP quality standard, adjustments are made to
accommodate the transfer of ownership and hence responsibility for asset performance
to Orion.

While the DPP method permits retrospective adjustment to the DPP limit after the
assets have been purchased, it is necessary for us to predict the impact of the new
assets in advance, for the purpose of the CPP limits. These adjustments are made at
the relevant points in time that the asset transfers are forecast to occur consistent with
the wider urban sub transmission system upgrade.

The DPP method is used for determining the SAIDI and SAIFI ascribed to each of the
spur assets transferred, from the year of transfer. The historical performance of each
spur asset derived from the FY08-FY12 reference dataset is used for this purpose. As
for Orion’s network assets, all earthquake related interruptions are removed from the
historical dataset. The averages for each asset are applied from the beginning of the
year following the purchase (as purchase dates are planned for 31 March each year)
and applied for all subsequent years in the CPP period.

Planned asset purchase from Transpower

Assets Year of purchase
Papanui (66kV assets) FY13
Springston (66kV assets) FY14
Addington (66kV assets) FY15
Middleton (66kV assets) FY15
Arthurs Pass (66kV assets) FY15
Castle Hill (66kV assets) FY15
Hororata (66kV assets) FY16
Bromley (66kV and 11kV assets) FY16
Islington (33kV assets) FY17

The result of applying this method to SAIDI is illustrated below. Most of the
Transpower spur assets to be purchased have little history of outages in the FY08-
FY12 dataset. However, as the assets are progressively transferred to Orion
throughout the CPP period, the SAIDI allowance increases from 2.8 minutes in FY15 to
3.0 minutes in FY19. The majority of this is attributable to Springston (2.8 minutes)
from FY15 onwards.

% The exception is Papanui which was transferred in FY13. Papanui has no outages recorded in the
historical period, hence we have included no allowances for future outages during the CPP period.
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Transpower asset purchases - Before normalisation - SAIDI CPP period

] FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
Papanui (66kV assets) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Springston (66kV assets) 5.9 0.0 7.9 0.1 0.1 1.9 2.8 2.8 2.8 2.8 2.8
Addington (66kV assets) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Middleton (66kV assets) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Arthurs Pass (66kV assets) 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Castle Hill (66kV assets) 0.1 0.0 0.0 0.3 0.0 0.0 0.0 0.1 0.1 0.1 0.1
Hororata (66kV assets) 0.0 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1
Bromley (66kV and 11kV assets) 0.0 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1
Islington (33kV assets) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Total 6.0 0.7 7.9 0.4 0.1 1.9 2.8 2.9 3.0 3.0 3.0

The result of applying this method to SAIFI is illustrated below. The SAIFI allowance
increases from 0.04 in FY15 to 0.06 in FY19 as the assets are progressively
transferred to Orion. As for SAIDI, the majority are attributable to Springston.

Transpower asset purchases - Before normalisation - SAIFI CPP period

] FY08 FY09 FY10 FY11 FY12 FY14 FY15 FY16 FY17 FY18 FY19
Papanui (66kV assets) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Springston (66kV assets) 0.09 0.00 0.09 0.01 0.01 0.03 0.04 0.04 0.04 0.04 0.04
Addington (66kV assets) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Middleton (66kV assets) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Arthurs Pass (66kV assets) 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Castle Hill (66kV assets) 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Hororata (66kV assets) 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Bromley (66kV and 11kV assets) 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01
Islington (33KV assets) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Total 0.10 0.08 0.09 0.01 0.01 0.03 0.04 0.04 0.06 0.06 0.06

Summary of SAIDI and SAIFI by cause (before normalisation)

The following tables summarise the SAIDI and SAFI attributed to each cause during
the CPP period for the purpose of deriving the CPP limits, using our bottom up method
described above. This data is presented before normalisation. SAIDI minutes reduce
from 95.7 minutes in FY15 to 67.8 minutes in FY19. By way of comparison the
historical average for the FY08-FY12 period (excluding earthquake outages) is 69.2
SAIDI minutes. The historical average for the FY05-FYQ9 period (used to establish the
DPP quality standards) is 75.7 SAIDI minutes. This prior period is particularly high due
to the impact of the 2007 snow storms.

SAIDI - Before Normalisation CPP Period
Period

- Fyiafl _FY15 __FY16 __FY17 ___FY18 __FY19

3rd party damage - rural (all voltages) 1.5 1.5 1.5 1.5 1.5 1.5
3rd party damage - urban (11kV and 33kV) 1.9 1.9 1.9 1.9 1.9 1.9
External factors - rural (all voltages) 17.9 17.9 17.9 17.9 17.9 17.9
External factors - urban (11kV and 33kV) 6.7 6.7 6.7 6.7 6.7 6.7
System failure - rural (11kV) 12.7 11.7 10.7 9.7 8.6 7.6
System failure - urban (11kV) 20.0 17.4 14.9 12.3 9.8 7.2
System failure - rural (33kV and 66kV) 21 2.1 21 2.1 2.1 2.1
System failure - urban (33kV) 0.0 0.0 0.0 0.0 0.0 0.0
Planned outages - rural (all voltages) 11.8 11.8 11.8 11.8 11.8 11.8
Planned outages - urban (11kV and 33kV) 3.7 3.7 3.7 3.7 3.7 3.7
All causes - urban (66kV) 18.0 18.2 13.4 13.4 9.0 4.3
All causes - Transpower spur assets 1.9 2.8 29 3.0 3.0 3.0
Total 98.1 95.7 87.4 84.0 76.0 67.8

For SAIFI, the number of interruptions reduces from 1.25 in FY15to 0.8 in FY19. By
way of comparison the historical average for the FY08-FY12 period (excluding
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earthquake outages) is 0.81 interruptions. The historical average for the FY05-FYQ09
period (used to establish the DPP quality standards) is 0.75 interruptions.

SAIFI - Before Normalisation CPP Period
Period

- FY14f FY15___FY16 __FY17 __FY18 __FY19

3rd party damage - rural (all voltages) 0.02 0.02 0.02 0.02 0.02 0.02
3rd party damage - urban (11kV and 33kV) 0.04 0.04 0.04 0.04 0.04 0.04
External factors - rural (all voltages) 0.18 0.18 0.18 0.18 0.18 0.18
External factors - urban (11kV and 33kV) 0.07 0.07 0.07 0.07 0.07 0.07
System failure - rural (11kV) 0.14 0.13 0.12 0.11 0.10 0.10
System failure - urban (11kV) 0.38 0.33 0.28 0.23 0.18 0.13
System failure - rural (33kV and 66kV) 0.05 0.05 0.05 0.05 0.05 0.05
System failure - urban (33kV) 0.00 0.00 0.00 0.00 0.00 0.00
Planned outages - rural (all wltages) 0.05 0.05 0.05 0.05 0.05 0.05
Planned outages - urban (11kV and 33kV) 0.02 0.02 0.02 0.02 0.02 0.02
All causes - urban (66kV) 0.32 0.33 0.25 0.25 0.17 0.10
All causes - Transpower spur assets 0.03 0.04 0.04 0.06 0.06 0.06
Total 1.29 1.25 1.11 1.07 0.94 0.80

6.4.4 Proposed standard
Deriving the reliability limits

The SAIDI and SAIFI reliability limits for each year of the regulatory period are
calculated as uSAIDI + cSAIDI and uSAIFI + cSAIFI.

In order to replicate the DPP method, it is necessary to normalise the data using the
DPP method for extreme event day normalisation. This requires:

¢ determining the boundary values (for the purpose of determining the historical
normalised reference datasets)

e assessing how those boundary values are applied in deriving the limits

e determining the boundary values to be used in assessing compliance with the CPP
limits throughout the CPP regulatory period.

It is also necessary to determine the standard deviation allowance to be included in
each limit, consistent with the DPP approach.

Determining boundary values

The DPP methodology normalises daily SAIDI and SAIFI values using boundary
values. A single daily value may be made up of a number of different interruptions, the
sum of which is normalised to the boundary value if it exceeds that value.

The DPP 2.5 beta method is used to calculate the boundary values to be assumed
when deriving the CPP limits. The FY08 - FY12 reference data is used to determine
revised boundary values for SAIDI and SAIFI, after applying the 2.5 beta method. This
is consistent with our overall approach to determining the CPP limits, which uses, as a
starting position, the most recent five year dataset available. In deriving the SAIDI or
SAIDI attributable to each limit for each year of the CPP period, we have relied on
extrapolating historical data, as described in the preceding section of the proposal. In
performing this extrapolation we have used normalised datasets. These are shown in
detail in Appendix 9.
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As we disaggregated the normalised data by cause, voltage and location, it was
necessary to allocate the boundary value on each MED in the FY08-FY 12 dataset to
each interruption on that MED.

DPP and revised boundary values for the CPP period
] PPl Revised FY15 FY16 FY17 FY18 FY19

BSAIDI 5.0 6.4 6.2 5.7 5.5 5.0 4.4
BSAIFI 0.08 0.09 0.09 0.08 0.07 0.07 0.06

Deriving ySAIDI and uSAIFI

MSAIDI and uSAIFI are calculated using the estimates for each cause and voltage
derived from the relevant historical datasets as documented above, and normalised
using the boundary values derived from FY08-FY12 data referred to above.

DPP and revised annual uySAIDI and pSAIFI for the CPP period
| DPP| Revised FY15 FY16 FY17 FY18 FY19

uSAIDI 53.0 97.2 94.7 86.5 83.1 75.2 67.0
uSAIFI 0.68 1.29 1.25 1.11 1.07 0.94 0.80

Summary of uSAIDI and pSAIFI by cause (after normalisation)

The following tables summarise the SAIDI and SAIFI attributed to each cause during
the CPP period for the purpose of deriving the CPP limits, using our bottom up method
described above. SAIDI minutes reduce from 94.7 minutes in FY15 to 67.0 minutes in
FY19. By way of comparison the historical average for the FY08-FY12 period
(excluding earthquake outages) is 68.4 SAIDI minutes. The historical average for the
FYO05-FYQ9 period (used to establish the DPP quality standards) is 55.0 SAIDI minutes.

SAIDI - Normalised Assessment CPP Period
Period

I Fral Fvis_ Fyte _ Fvi7__Fis__FYie
3rd party damage - rural (all voltages) 1.5 1.5 1.5 1.5 1.5 1.5
3rd party damage - urban (11kV and 33kV) 1.9 1.9 1.9 1.9 1.9 1.9
External factors - rural (all voltages) 17.6 17.6 17.6 17.6 17.6 17.6
External factors - urban (11kV and 33kV) 6.7 6.7 6.7 6.7 6.7 6.7
System failure - rural (11kV) 12.4 11.4 10.5 9.5 8.6 7.6
System failure - urban (11kV) 19.9 17.3 14.8 12.2 9.7 71
System failure - rural (33kV and 66kV) 21 21 2.1 21 2.1 21
System failure - urban (33kV) 0.0 0.0 0.0 0.0 0.0 0.0
Planned outages - rural (all voltages) 11.8 11.8 11.8 11.8 11.8 11.8
Planned outages - urban (11kV and 33kV) 3.7 3.7 3.7 3.7 3.7 3.7
All causes - urban (66kV) 18.0 18.2 13.4 13.4 9.0 4.3
All causes - Transpower spur assets 1.6 2.5 2.6 2.7 2.7 2.7
Total 97.2 94.7 86.5 83.1 75.2 67.0

For SAIFI, the number of interruptions reduces from 1.25in FY15t0 0.8 in FY19. By
way of comparison the historical average for the FY08-FY12 period (excluding
earthquake outages) is 0.81 interruptions. The historical average for the FY05-FY09
period (used to establish the DPP quality standards) is 0.74 interruptions.
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SAIFI - Normalised e CPP Period
Period

I FY14 FY15 ___FY16 ___FY17 __FY18 __ FY19
3rd party damage - rural (all voltages) 0.02 0.02 0.02 0.02 0.02 0.02
3rd party damage - urban (11kV and 33kV) 0.04 0.04 0.04 0.04 0.04 0.04
External factors - rural (all wltages) 0.18 0.18 0.18 0.18 0.18 0.18
External factors - urban (11kV and 33kV) 0.07 0.07 0.07 0.07 0.07 0.07
System failure - rural (11kV) 0.14 0.13 0.12 0.11 0.10 0.10
System failure - urban (11kV) 0.38 0.33 0.28 0.23 0.18 0.13
System failure - rural (33kV and 66kV) 0.05 0.05 0.05 0.05 0.05 0.05
System failure - urban (33kV) 0.00 0.00 0.00 0.00 0.00 0.00
Planned outages - rural (all voltages) 0.05 0.05 0.05 0.05 0.05 0.05
Planned outages - urban (11kV and 33kV) 0.02 0.02 0.02 0.02 0.02 0.02
All causes - urban (66kV) 0.32 0.33 0.25 0.25 0.17 0.10
All causes - Transpower spur assets 0.03 0.04 0.04 0.06 0.06 0.06
Total 1.29 1.25 1.11 1.07 0.94 0.80

Boundary values for assessment purposes

In assessing compliance with the CPP, it will be necessary to normalise the annual
outage data in each CPP year using a similar method as the DPP. In order to do this,
SAIDI and SAIFI boundary values are required.

As it is assumed that the SAIDI and SAIFI limits will reduce over the CPP period due to
reliability improvements, it is also appropriate to adjust the boundary values to be used
for this purpose, over the CPP period. We have aligned the boundary values with the
stepped change in uSAIDI and pSAIFI for each year of the CPP regulatory period.
Accordingly the annual boundary values are assumed to reduce to the end of the CPP
period, at the same rate as the underlying normalised SAIDI and SAIFI used to derive
the limits. These are illustrated in the following table which shows the current DPP
boundary values, the revised boundary values (derived from the FY08-FY12 dataset
and used for the purpose of deriving the limits) and the gradual reduction in the
boundary values over the CPP period.

DPP and revised boundary values for the CPP period
| 0P| Revised FY15 FY16 FY17 FY18 FY19

BSAIDI 5.0 6.4 6.2 5.7 5.5 5.0 4.4
BSAIFI 0.08 0.09 0.09 0.08 0.07 0.07 0.06

Deriving oSAIDI and oSAIFI

The standard deviation allowance provides a buffer against normal year on year
variation in reliability performance. It is a component of the DPP quality standards, and
we propose it is retained for the CPP quality standards. It assists to protect against
breaches of quality standards which are not reflective of underlying deterioration in
quality performance. This is prudent, and in our case critical due to the abnormal
circumstances we face at this time.

Our proposed method uses the standard deviation of the FY08-FY12 normalised
reference dataset (calculated using the DPP method). The normalised reference
dataset excludes all outages attributed to the earthquakes.
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As it is assumed that the underlying SAIDI and SAIFI (as measured by uSAIDI and
MSAIFI) will reduce over the CPP period due to expected reliability improvements, it is
appropriate to align the 0SAIDI and oSAIFI values with the stepped change in uSAIDI
and uSAIFI for each year of the CPP regulatory period. This is the same as the
approach adopted for the boundary values, described above. Accordingly cSAIDI and
oSAIFI also reduce between the beginning and the end of the CPP period, at the same
rate as uSAIDI and uSAIFI.  This is illustrated in the following table.

DPP and revised annual SAIDI/SAIFI standard deviation (o) values for the CPP period
| 0P| Revised FY15 FY16 FY17 FY18 FY19

oSAIDI 6.7 9.3 9.0 8.2 7.9 7.2 6.4
oSAIFI 0.10 0.11 0.11 0.09 0.09 0.08 0.07

SAIDI and SAIFI limits

The tables below show our proposed SAIDI and SAIFI Limits derived from uSAIDI,
MSAIFI, oSAIDI and oSAIFI as set out above.

period

sapi | DPP limit] FY14 FY15 FY16 FY17 FY18 FY19

uSAIDI 53.0 97.2 94.7 86.5 83.1 75.2 67.0
oSAIDI 6.7 9.3 9.0 8.2 7.9 7.2 6.4
SAIDI jmr 59.7 106.4 103.8 94.7 91.0 82.4 73.4

period

saiFi | DPP limi FY14 FY15 FY16 FY17 FY18 FY19

uSAIFI 0.68 1.29 1.25 1.1 1.07 0.94 0.80
oSAIFI 0.10 0.11 0.11 0.09 0.09 0.08 0.07
SAIFI it 0.78 1.40 1.36 1.21 1.16 1.02 0.87

Appendix 9 includes more detailed data tables which show how our proposed limits
were derived. The spreadsheets used to derive these limits accompany this proposal.
A list of the spreadsheets is included at the end of this section.

Our proposed limits indicate significant improvements in expected reliability over the
CPP period consistent with the expectations of our consumers for quality of supply to
be restored.

Our methodology has attempted to replicate the core features of the current DPP
method, using recent information, modified where necessary to incorporate earthquake
consequences for particular assets and/or sources of outage.

In our view it is not realistic to achieve pre earthquake reliability performance within the
CPP period, given the prolonged rebuild plan for Christchurch and our inspection,
testing, maintenance and replacement programmes which will continue to address
earthquake consequences for a number of years to come.

Notwithstanding these ongoing programmes however, we do expect to achieve
significant improvements in reliability within the CPP period, and we believe that it is in
the interests of our consumers for these to be reflected in our CPP quality standards.
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Assessing compliance with the standards

We propose that the same compliance tests are applied during the CPP period as
those which currently apply under the DPP.

Under the 2011-2015 DPP compliance against the quality standards is based on a
multi-year assessment. Under the DPP an EDB will comply with its quality standards
during a particular Assessment Period, if:

a) the Assessed SAIDI and SAIFI Values for the Assessment Period are less than
or equal to the respective Reliability Limits; or
b) the Assessed SAIDI and SAIFI Values in the previous two extant Assessment

Periods did not exceed the respective Reliability Limits.
The purpose of this test is to allow for normal year on year variation in reliability
performance due to the influence of events which are outside the control of an EDB.

We propose that the same ‘two out of three year’ compliance assessment is
incorporated into our CPP quality standards, because we are subject to the same
influences which generate annual variations in reliability as anticipated when the DPP
limits were set.

In undertaking the annual assessments, we propose that the boundary values used to
normalise the data for each assessment period are as follows:

DPP and revised boundary values for the CPP period
| 0PP| Revised| FY15 FY16 FY17 FY18 FY19

BSAIDI 5.0 6.4 6.2 5.7 5.5 5.0 4.4
BSAIFI 0.08 0.09 0.09 0.08 0.07 0.07 0.06

As described above, these have been set to trend with the underlying uSAIDI and
MSAIFI to reflect the change in reliability performance expected over the CPP period.

6.5 Evaluation of other approaches
IM 5.4.5(d)
To assist in the evaluation of our proposed CPP limits we have also:

e applied the DPP method to an updated historical dataset (FY08-FY12) and
compared this approach to our proposed CPP limits

e applied our proposed CPP method to the historical reference dataset (FY05-FY09)
to create a revised DPP standard.

6.5.1 Applying the DPP method to an updated dataset

We have considered the impact on the quality standards by simply applying the DPP
method to an updated historical dataset. We have used FY08-FY12 data as this is the
most recent five year period for which information is available.

The SAIDI and SAIFI limits, which are derived by applying the current DPP method to a
FYO08-FY12 historical reference period, are shown in the table below. We also show
the current DPP SAIDI and SAIFI limits for comparison, along with our proposed quality
standards to apply during the CPP.
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Current DPP] Updated
quality DPP quality Proposed CPP limits
standards | standards

|| Fvo5-Fvo9] Fvos -Fy12 FY15 FY16 FY17 FY18 FY19

USAIDI 53.0 89.7 94.7 86.5 83.1 75.2 67.0
GSAIDI 6.7 15.0 9.0 8.2 7.9 7.2 6.4
SADI mt 59.7 104.7 103.8 94.7 91.0 82.4 73.4

Current DPP| Updated
quality DPP quality Proposed CPP limits
standards | standards

|| Fvo5-Fyos| Fyos-Fy12 FY15 FY16 FY17 FY18 FY19

USAIFI 0.68 1.04 1.25 1.1 1.07 0.94 0.80
oSAIFI 0.10 0.18 0.11 0.09 0.09 0.08 0.07
SAIFl wT 0.78 1.22 1.36 1.21 1.16 1.02 0.87

The updated DPP quality standard (which uses the FY08-FY 12 reference period)
results in significantly higher limits than the current DPP limits. This is because this
reference period includes the direct and indirect consequences of the earthquakes. We
do not believe it is realistic to include in our CPP quality standards the direct
consequences of the earthquakes. Furthermore, this would not be consistent with the
improvements in reliability that are expected with the proposed programme to reinstate
the resilience of our network. It is also not consistent with the requirements of our
consumers for a reliable power supply. We therefore do not believe that this approach
is consistent with the long term interests of our consumers.

The following charts illustrate the updated DPP quality limits, the current DPP quality
limits and our proposed CPP quality limits.

The updated DPP SAIDI limit is 104.72, compared to the current DPP SAIDI limit of
59.73. Our proposed CPP SAIDI limit starts at 103.8 in FY15 and reduces to 73.4 in
FY19.

FY08 - FY12 DPP updated limitvs DPP and CPP - SAIDI

120 1

100 A

80 -

Proposed CPP limit
e Current DPP limit
40 - === Updated DPP limit

60

20

0

FY15 FY16 FY17 FY18 FY19

The updated DPP SAIFI limit is 1.22, compared to the current DPP SAIFI limit of 0.78.
Our proposed CPP SAIFI limit starts at 1.35 in FY15 and reduces to 0.86 in FY19.
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FY08 - 12 DPP updated limitvs DPP and CPP - SAIFI
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= Current DPP limit

Updated DPP limit
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We believe that updated DPP SAIDI and SAIFI Limits using FY08-FY12 data are not
consistent with our realistically achievable performance. This method includes the
direct consequences of the earthquakes which we do not believe should be included
for the purpose of setting future standards. In addition, our network investment will
result in stepped changes to our reliability performance through to the end of the CPP
period. Accordingly we have proposed a better approach which includes decreasing
limits over the CPP period. This improves the quality of our supply to our consumers,
and by the end of the CPP period we expect to be well on the way to achieving pre
earthquake performance. By FY19, our proposed SAIDI limit is 23% higher than our
current DPP SAIDI limit and our proposed SAIFI limit is 12% higher than our current
DPP SAIFI limit.

We anticipate that further improvements will be achieved following the end of the CPP
regulatory period as we continue to repair our network, restore its resilience and the
wider Canterbury rebuild moves past its peak.

6.5.2 Applying our proposed CPP method to the prior period
One CPP IM requirement (set out at clause 5.4.5(d)) is that we provide:

“an estimation and evaluation of the effect of the proposed quality standard variation had it
applied in an earlier period of 5 years, by use of historic data, by contrast with the quality
standards specified in the DPP determination.”

In order to meet this requirement we have applied our proposed CPP method to the
historical reference dataset (FY05-FY09) used to derive the current DPP quality
standards. We have created revised DPP quality standards for the current DPP period
(FY11-FY15). The chart below illustrates the SAIDI results.
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Historical normalised SAIDI with revised DPP limit using CPP

method and DPP limit
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The following table outlines the revised SAIDI Limit using our proposed CPP method
applied to the DPP regulatory period. This is based on data from the historical period,
FYO05-FYQ9, as for the current DPP.

Orion reliability limits

sapi | Fy11 FY12  FY13  FY14  FY15

USAIDI 70.5 64.4 63.1 57.5 51.5
oSAIDI 6.1 5.6 5.5 5.0 4.5
SAIDI it 76.6 70.0 68.5 62.4 56.0

The current DPP SAIDI limit is 59.73. Applying our proposed CPP method to the
FY11-FY15 DPP regulatory period, results in a SAIDI limit which starts at 76.6 minutes
in FY11 and reduces to 56.0 minutes in FY15.

The following chart and table outline the revised SAIFI Limit using our proposed CPP

method applied to the DPP regulatory period. Once again this is based on FY05-FY09
data.

Historical normalised SAIFI with revised DPP limit using CPP

method and DPP limit
1.20

Revised DPP limit
0.60 - using CPP method

=== Current DPP limit

FY11 FY12 FY13 FY14 FY15

Orion reliability limits

saiFl | Fy1d FY12 FY13  FY14  FY15

USAIFI 0.94 0.84 0.83 0.73 0.64
oSAIFI 0.09 0.08 0.08 0.07 0.06
SAIFI jmt 1.03 0.92 0.90 0.80 0.70
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The current DPP SAIFI limit is 0.78. Applying our proposed method to the FY11-FY15
DPP regulatory period, results in a SAIFI limit which starts at 1.03 in FY11 and reduces
to 0.70 in FY15.

How we applied our proposed method to the prior period

Our proposed CPP (bottom up) method includes specific consideration of the
consequences of the earthquakes, our planned response to those, as well as the
impacts of the wider Christchurch rebuild. Accordingly, in order to meet the
requirements of CPP IM clause 5.4.5(d) we have had to make a number of
assumptions in order to apply our proposed method into the prior period. These
assumptions include:

e we used the FY05 — FY09 dataset as per the current DPP, where, for the purpose
of our CPP method, we have used the FY08 — FY12 dataset

e as we have used an annualised 2012 calendar year in order to derive estimated
outages attributed to urban network third party causes for the CPP, we have used
the final year of the historical period (FY09) for the prior period analysis

e as we have used a 24 month post earthquake period in order to derive estimated
outages attributed to urban network system failure for the CPP, we have used the
last two years of the historical period (FY08 and FYQ9) for the prior period analysis

e as we assume 11kV system failure outages reduce over the CPP period, we have
applied the same gradient across the prior period DPP data

e we have applied the same number of assumed annual interruptions on the urban
66kV network from our proposed CPP method as well as the same SAIDI and
SAIFI impacts, to the prior period analysis

e Transpower spur asset outages have not been included in the reference period as
we have not purchased any Transpower assets during the reference or DPP period
(to date)

e boundary and standard deviation calculations were performed by applying the
standard DPP method, but stepped down each year at the same rate as that
proposed for in our CPP method.

As demonstrated by the number of assumptions made, the application of the proposed
CPP method to the current DPP is highly academic. None of the major circumstances
which are driving our proposed quality standards are relevant to the historical period
used to derive the current DPP standards. While this analysis helps to demonstrate
the impact of the alternative method we are proposing, it is not a valid indication of
plausible quality standards for the current DPP period, because of the substantially
different circumstances we now face on our network.

How would we have performed in the prior period

In the following charts we show our SAIDI and SAIFI assessments for the first two
years of the DPP period against the revised DPP limits calculated using our proposed
CPP method.
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SAIDI performance under the revised DPP limit using CPP method
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SAIFI performance under the revised DPP limit using the CPP method
[ ] P11 FY12 FY13  FY14  FY15

Revised

SAIFI assess

Revised DPP limit

using CPP method

Exceeds Yes Yes

1.24 1.87

1.03 0.92 0.90 0.80 0.70

In FY11 and FY12 we would have exceeded the revised DPP Limits for both SAIDI and
SAIFI. Thus we would have breached the quality standards, by failing to comply with
the two out of three year assessment criteria. This is expected due to the magnitude of
the earthquake damage to our network and the large outages which occurred as a
result.
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6.6 Independent engineer’s review
IM 5.4.5(c)

Independent engineer, Richard Gibbons of LineTech Consulting Limited, has reviewed
our proposed CPP quality standards.

Mr Gibbons’ brief, consistent with the CPP IMs, was to consider whether our CPP
network reliability proposals reflect the realistically achievable performance of our
network over the CPP regulatory period. Mr Gibbons also considered our analysis of
past SAIDI and SAIFI performance and our forecast network investment programme.

Mr Gibbons’ reviewed whether our proposed network reliability targets are reasonable
and whether our statistical analysis to set our targets was carefully considered.

Mr Gibbons recommended that we increase our draft proposed allowance for planned
outages in the urban area, effectively to double the historical average of these outages
in recognition of the increased building activity in the city as the rebuild progresses.

We accepted Mr Gibbons’ recommendation. This was the only change we made to our
draft proposed CPP quality standards. This increased our proposed SAIDI limit for
FY15 from 102.5 minutes to 103.8 minutes, and our proposed SAIFI target from 1.35 to
1.36 supply interruptions.

Mr Gibbons’ report concludes that “the proposals and targets provide an appropriate
trade-off between the proposed expenditure and resultant improvement in network
performance from its present damaged state within the realistic availability of
resources.”

A copy of Mr Gibbons’ report is included as Appendix 3.

6.7 Consultation with consumers
IM 5.4.5(b)

We have consulted with our consumers and other stakeholders regarding our proposed
quality standards over the CPP period. This consultation is summarised in our CPP
application.

Most of the consumer feedback focussed on our proposed price path. There were no
written objections to our proposed CPP quality standards. In addition the numerous
discussions we had with stakeholder groups during our CPP consultation supported
our intention to restore network resilience and reliability. This, along with the
consultation we undertook in 2006 on our security of supply standards, endorses our
proposal to restore our network as soon as practicable.

Our proposed CPP quality standards reflect a staged approach to network performance
restoration. This is realistic, given the amount of work involved and external influences
on our reliability performance. It is also consistent with our proposal (endorsed by
feedback from consumers) to minimise price shocks to consumers.
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We are proud of our pre-earthquake reliability performance, which rated well when
compared with other EDBs. This partly reflects the urban nature of our network, and
demonstrated in Section 6.1 above, our pre-earthquake performance was in line with
NZ trends for high density networks.

We are also proud of the resilience of our network and our emergency measures in
response to the earthquakes.

We believe that our proposals are consistent with what consumers require, their long
term interests and good industry practice.

6.8 Appendices and supporting documents

Section 6 — Appendices

Appendix Title

3 LineTech Consulting Report on Proposed Reliability
Standards

6 Sub-transmission network architecture review

7 11kV architecture review

8 Cabile testing report (Wire Scan)

9 Detailed data tables indicating how proposed limits were
derived

Section 6 — Supporting Documentation

Security of Supply Standard consultation

2010 Network Quality Report

NW20.40.01 Contingency Plan - Equipment Failure

NW20.40.02 Contingency Plan - Emergency Generators

NW20.40.03 Continuity Plan -Loss of Supply

NW20.40.05 Disconnection of Demand as Required by ECom Rules

NW20.40.08 Contingency Plan - Relocating the Control Centre

NW20.40.09 Contingency Plan — Security of Supply, Participant Outage Plan
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NW?70.60.04 Business Continuity Plan — Infrastructure Management
OR.00.00.07 Major Outage Communication Plan

ORO00.10.17 Building Emergency Plan — 200-210 Armagh St
NW?70.60.04 Business Continuity Plan — Infrastructure Management
SCIRT — Stronger Christchurch Infrastructure Rebuild Plan

CERA - Recovery Strategy for Greater Christchurch
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7 Proposed price path

7.1 Summary of our proposed price path
7.1.1 Proposed price path

Our proposed price path comprises MAR before tax of $156m for FY15, and an X
factor of -1.19% for FY16 - FY19 to apply in the CPI-X component of our price path.
The present value of the MAR series after tax is equivalent to the present value of the
series of BBAR after tax. This is illustrated below.

Derivation of maximum allowable
CPP Period
revenue series ($000 nominal)

FY15 FY16 FY17 FY18 FY19
Inflation rate 2.17% 217% 2.17% 2.17%
Xfactor -1.19% -1.19% -1.19% -1.19%
Weighted average growth in quantities 0.79% 0.80% 0.85% 0.76%
MAR before tax 155,598 162,136 168,974 176,185 183,540
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
MAR after tax 141,364 146,394 152,536 159,002 165,688
TFrev 1.028 1.028 1.028 1.028 1.028
MAR after tax year end 145,252 150,420 156,731 163,375 170,245
PV of series of MAR after tax 642,505

Note: The annual rate of change in the price path is specified as CPI-X, thus an Xfactor of -1.19% means real
price increases of 1.19%
Note: The discount rate used to calculate the PV is the 5-year CPP WACC (6.92%)

Present value of series of BBAR after
tax ($000 nominal) CPP Period

FY15 FY16 FY17 FY18 FY19
BBAR before tax 151,819 164,599 169,450 176,095 185,020
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
BBAR after tax 137,585 148,857 153,012 158,912 167,168
TFrev 1.028 1.028 1.028 1.028 1.028
BBAR after tax (year-end) 141,369 152,951 157,220 163,282 171,765

PV at 1 April 2014

PV of series of BBAR after tax 642,505

Note: The discount rate used to calculate the PV is the 5-year CPP WACC (6.92%)

Our derivation of MAR is explained in Section 7.2. Our derivation of BBAR is explained
in Section 7.3.

An important feature of BBAR is our proposed alternative depreciation method, which
reduces the depreciation allowance within the CPP regulatory period, relative to the
standard method. This flows through to a lower CPP price path than would otherwise
apply. Our proposed depreciation method is explained in Section 7.5.3.
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7.1.2 Claw-back

We also propose that our CPP price path includes the recovery of claw-back. The
following table summarises the value of claw-back which we have determined for the
period 4 September 2010 — 31 March 2014. The present value of claw-back at the
commencement of the CPP regulatory period is $86.3m.

Our derivation of claw-back is explained in Section 7.2.2.

The value of claw-back ($000 nominal) Current Period Assessment Period

FY11a FY11b FY12 2 ] FY14

BBAR before tax (year end) 57,569 90,313 135,466 160,570 193,207
Actual and projected revenues (year end) 64,195 76,681 129,322 141,091 143,937
Difference (6,626) 13,632 6,144 19,479 49,270
PV of difference for FY 11 8,808

PV of difference 7,157 21,023 49,270
Total PV of difference (at 1 April 2014) 86,259

*We have used the DPP cost of debt (7.93%) to discount these differences

Our proposed claw-back recovery increases MAR before tax in FY15 to $164.8m, as
illustrated below. The proposed claw-back recovery in FY16 - FY 19 is consistent with
the slope of our MAR before claw-back over the CPP period. That s, it is consistent
with an annual CPI-X rate of change where X is equivalent to -1.19% (and hence
provides for annual average price increases of CPI + 1.19%).

MAR including recovery of clawback
($000 nominal) CPP Period

—— | ~w rw rw o

MAR before tax 155,598 162,136 168,974 176,185 183,540
Clawback recovery over CPP period 9,175 9,560 9,964 10,389 10,822
MAR before tax plus claw-back recovery 164,773 171,696 178,937 186,574 194,362

We understand that it is possible to include a longer term recovery mechanism for the
claw-back proportion of our revenue. Our proposed price path will not fully recover our
claw-back costs within the CPP regulatory period.

Our CPP period will be five years. We propose to recover our claw-back over 10
years. We propose to recover $43.13m (in present value terms) of the $86.3m of claw-
back (half) over the CPP regulatory period.

We propose to recover the remaining $43.13m (in present value terms) in the five
years immediately following the CPP period (to FY24). The table below shows the
value of claw-back, and the proportions recovered during the CPP regulatory period
and subsequently.
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CIaw-baCK recovery ($ooo nominal) _

1 PV at 1 April 2014 PV at 1 April 2019

Value of clawback 86,259

Valye of clawback to be recovered in CPP 43,130

period

Value of clawback to be recovered after 43.130 7418
CPP period ’ 57,

Note: The rate used to derive the PV at FY19 from the PV at FY 14 is the CPP cost of debt (5.89%)

Our proposed claw-back allowance seeks to recover our earthquake related costs
which were not anticipated or insurable when our DPP price path was set. This ex-post
cost recovery is:

e consistent with the manner in which our DPP price path was set (because our DPP
price path includes no allowance for unanticipated costs of this nature)
e in the long term interests of consumers.

It ensures that we retain the economic incentives to continue to provide the services
that consumers require of us because we are compensated for our prudent and
efficient costs in providing those services, including a risk adjusted commercial return
on our investment.

Our proposed cost recovery includes ex-post compensation for reduced revenues as a
result of the earthquakes which has contributed to our under recovery of costs since
the earthquakes. We sought and carefully considered independent, and peer
reviewed, expert economic advice on this matter (which is included in Appendix 1 and
2). We believe that where reduced consumption arising from a catastrophic event has
contributed to under recovery of costs, it should be compensated for on an ex-post
basis under a CPP, to ensure we are able to recover our prudent and efficient costs.
No provision for such uninsurable risk was allowed for in our pre-earthquake DPP price
path.

While requirements in other jurisdictions need to be taken in context, we have
observed regulatory decisions and provisions in Australia and the UK where price
controls are able to be revisited within a regulatory period in response to unforeseen
events, on the grounds of higher costs and lower demand. Examples of relevant
decisions and provisions are included as Appendix 10. While informative, approaches
in other jurisdictions do need to be treated with caution, and our application is made in
the context of New Zealand's regulatory framework including Part 4 of the Commerce
Act and the IMs.

We believe we prepared as prudently as possible for the possibility of catastrophic
events. However Orion, like other infrastructure entities, cannot feasibly insure its
entire network and revenues against catastrophic damage.

We have not insured overhead lines and underground cables because it has been, and
still is, uneconomic to do so. The premiums charged for other network assets, such as
substations and buildings, are more affordable. Consequently, we have and continue
to fully insure all of our key substations at full estimated replacement cost. We
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continue to insure our substations and other assets where insurance premiums are at a
prudent level.

An independent expert report prepared by international insurance broker Marsh
confirms that EDBs around the world face the same insurance circumstances:
underground cables and overhead lines risks are normally uninsured because
insurance underwriters are not able to provide material damage and business
interruption coverage for them. Marsh also confirms that, in its opinion, our approach
to insurance has been entirely appropriate, reasonable and consistent with that of other
network companies in Australasia. The Marsh report is included as Appendix 11.

We have made no allowance in our CPP proposal for unanticipated costs associated
with possible future catastrophic events. We have no self insurance allowance in our
opex forecast. If such events occur within the CPP regulatory period, we are able to
reopen the CPP to address the impacts at that time. Thus we propose an ex-post
approach to the recovery of the consequences of potential future catastrophes, as
anticipated in the IMs. This is the same as the ‘ex-post’ claw-back allowances that this
CPP proposal addresses for the consequences of the 2010 and 2011 Canterbury
earthquakes.

7.1.3 Pricing impacts

The chart below illustrates actual and projected revenues in the years prior to the start
of the CPP regulatory period and the MAR (including the claw-back component) during
the CPP period.

MAR before tax plus claw-back recovery ($000 nominal)

250,000

B Actual and projected revenue
B Recovery of claw-back

200,000 | = MAR before tax
150,000
100,000
50,000

FYy11 FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19

Our proposed price path (including claw-back) represents a nominal increase to
allowable revenue of 18.5% in FY15, and approximately 4.2% each year from FY16 to
FY19. After removing the effects of forecast inflation and growth in quantities, this
represents real price increases of 15.0% in FY15 and 1.19% each year from FY16 to
FY19.
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We anticipate that this proposed price path is likely to avoid a significant step change in
prices at the end of the CPP period. We believe that this is an important consideration
as it promotes price stability for consumers. If prices were lower at the beginning of the
CPP period, and the rate of change higher during the CPP period, average prices at
the end of the CPP period would be higher. This may lead to a reduction in prices after
the end of the CPP period.

While our proposed initial price increase reflects a step up from current prices, we have
tested the impact of our CPP proposal with our consumers. This is summarised in
Section 2 of our CPP application document which accompanies this proposal.

While consumers are concerned about the price impacts of our proposal, they largely
agree we should recover our costs, and they support our plans to spread our cost
recovery over ten years. We believe that our proposed price path is consistent with
consumer feedback.

In the remainder of this section we set out our derivation of each component of the
building blocks which underpin the MAR, including claw-back, and the rationale for the
price path which we propose.

7.2 Maximum allowable revenues
IM 5.4.8 and 5.3.4

MAR is the maximum amount of revenue that an EDB is allowed to recover from
consumers in a given year. It is the key financial item to be determined in a CPP
determination.

MAR differs from BBAR as a result of smoothing. BBAR can be somewhat volatile over
the CPP regulatory period. MAR is smoothed so that real price changes (ie
independent of changes in inflation and quantities) in each year after the first are equal,
such that the PV of the series is equal to the PV of the BBAR series.

Determining the series for MAR involves selecting a slope of the path over the period
and an initial value. If price increases are required, it involves a trade-off between an
initial price increase and subsequent annual price increases.

In addition to the MAR derived from BBAR, we also propose to recover the value of
claw-back. As discussed in more detail below, we add our proposed claw-back series
to our MAR series in order to determine our proposed CPP price path.

7.2.1 Maximum allowable revenue (pre and post tax)

In this section we present amounts for MAR, both excluding and including the recovery
of claw-back.

IM requirements
Clause 5.4.8(1) of the CPP IM requires that a CPP proposal must contain amounts for

¢ MAR before tax
¢ MAR after tax
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for each disclosure year of the CPP regulatory period.
Summary of maximum allowable revenue
Excluding claw-back

The table below shows MAR, before and after tax, from FY15 to FY19.

Maximum allowable revenue
CPP P d
($000 nomlnal)

FY15 FY16 FY17 FY18 FY19
MAR before tax 155,598 162,136 168,974 176,185 183,540
MAR after tax 141,364 146,394 152,536 159,002 165,688

Under our proposed price path, MAR before tax is $156m in FY15, rising to $184m in
FY19.

Including claw-back

The table below shows MAR before tax plus the proposed recovery of claw-back for
the CPP period.

MAR including recovery of clawback .
($000 nominal) CPP Period

— | w rw v rm ow

MAR before tax 155,598 162,136 168,974 176,185 183,540
Clawback recovery over CPP period 9,175 9,560 9,964 10,389 10,822
MAR before tax plus claw-back recovery 164,773 171,696 178,937 186,574 194,362

After including the recovery of claw-back, we propose a price path which commences
with allowable revenue before tax of $165m in FY15, increasing to $194m in FY19.

We describe below how we determine MAR, while in Section 7.2.2 we set out our
derivation of the amounts for the recovery of claw-back.

Determining maximum allowable revenue before and after tax

Clause 5.3.4(1) of the CPP IM states that the present value of the series of values of
MAR after tax must equal the present value of the series of BBAR after tax less any
value of claw-back for the CPP regulatory period. As explained above (and in Section
7.2.2), we determine MAR without claw-back, and then add the recovery of claw-back.
The present value of the series of MAR after tax must equal the present value of the
series of BBAR after tax for the CPP regulatory period.

Present value of building blocks allowable revenue after tax

BBAR after tax, as defined in clause 5.3.3(1) of the CPP IM is in ‘revenue-date’ terms.
In order to calculate the present value of the BBAR series, we convert the revenue date
amounts into ‘year-end’ terms. To do this, we use the timing factor for revenue
specified in clause 5.3.2(4)(b) of the IM.

Clause 5.3.4(3) of the CPP IM specifies that the discount rate used to determine the
present value of the BBAR series must be the CPP WACC.
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The table below shows how the present value of BBAR after tax during the CPP period
is determined. It shows BBAR after tax, in revenue-date and year-end terms, the
timing factor adjustment term, and the resulting present value.

Present value of series of BBAR after
tax ($000 nominal) CPP Period

FY15 FY16 FY17 FY18 FY19
BBAR before tax 151,819 164,599 169,450 176,095 185,020
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
BBAR after tax 137,585 148,857 153,012 158,912 167,168
TFrev 1.028 1.028 1.028 1.028 1.028
BBAR after tax (year-end) 141,369 152,951 157,220 163,282 171,765
| Pvatiamizom
PV of series of BBAR after tax 642,505

Note: The discount rate used to calculate the PV is the 5-year CPP WACC (6.92%)

We describe how the series for BBAR before tax is determined in Section 7.3.1.

In Section 7.3.6 we discuss the timing factor adjustment terms, and show how TF,, is
determined.

We describe how the CPP WACC is determined in Section 7.7.1.
PV of MAR after tax and determining the MAR before tax series

As discussed above, the present value of the series MAR after tax must be equal to the
present value of the series of BBAR after tax, as shown above.

The amount for MAR before tax in the first year of the CPP regulatory period is set to
ensure this, subject to definition of the slope of the series defined in clause 5.3.4(6) of
the CPP IM.

Clause 5.3.4(6) defines MAR before tax, in a disclosure year other than the first in the
CPP regulatory period, as the result of the following formula:

MAR before tax
= MAR before tax in preceding year x (1 + inflation rate) x (1
— X factor) x (1 + weighted average growth in quantities)

Clause 5.3.4(8) of the CPP IM defines MAR after tax as MAR before tax less the
forecast regulatory tax allowance.

The table below shows how the present value of the series for MAR after tax is
determined. As discussed above, the series for MAR before tax is set so that this
present value equals the present value of BBAR before tax.

The table shows the inputs to the series of MAR before tax — the inflation rate, the X
factor and the forecast weighted average growth in quantities. It shows how MAR after
tax is derived from the before tax values using the forecast regulatory tax allowance. It
then shows how the present value is determined, by adjusting to year-end values and
discounting using the CPP WACC (per the calculation for BBAR after tax).
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Derivation of maximum allowable :
. . CPP Period
revenue series ($000 nominal)

| Fs FY16 FY17 FY18 FY19

Inflation rate 2.17% 2.17% 2.17% 2.17%
Xfactor -1.19% -1.19% -1.19% -1.19%
Weighted average growth in quantities 0.79% 0.80% 0.85% 0.76%
MAR before tax 155,598 162,136 168,974 176,185 183,540
Regulatory tax allowance 14,234 15,742 16,437 17,183 17,852
MAR after tax 141,364 146,394 152,536 159,002 165,688
TFrev 1.028 1.028 1.028 1.028 1.028
MAR after tax year end 145,252 150,420 156,731 163,375 170,245
PV of series of MAR after tax 642,505

Note: The annual rate of change in the price path is specified as CPI-X thus an X factor of -1.19% means real
price increases of 1.19%
Note: The discount rate used to calculate the PV is the 5-year CPP WACC (6.92%)

The slope of the path is determined by the X factor. Our proposed price path involves
real price increases each year. We have capped the initial change in real prices,
including the recovery of claw-back, to 15%. The X factor determines the rate of
change in subsequent years required to achieve the PV outcome noted above.

Claw-back is a pre tax amount

We demonstrate above that the present value of MAR after tax is equivalent to the
present value of BBAR after tax in accordance with the requirements of clause 5.3.4(1).
We have not included the value of claw-back in this assessment because our claw-
back allowance is calculated on a pre-tax basis. We do not believe it is appropriate to
include a pre-tax value of claw-back in the test required by clause 5.3.4(1) which uses
post tax values for BBAR and MAR.

Our claw-back value is determined by calculating the difference between two pre-tax
series. While we can determine a post-tax value for the BBAR series, consistent with
the regulatory tax method, we cannot do so for the actual/projected revenue series.
Furthermore, it is not possible to adjust the pre-tax ‘difference’ between the two pre-tax
series, to translate it to an after tax difference.

We believe that the intent of the test specified in clause 5.3.4(1) is to ensure that the
CPP regulatory tax method is being applied correctly. We have demonstrated that the
regulatory tax method is applied correctly during the CPP regulatory period by meeting
the PV equivalence test for BBAR and MAR (excluding claw-back). We apply exactly
the same method in the BBAR which we use in the claw-back period to establish our
pre tax BBAR. We suggest that this is sufficient evidence of compliance with the

regulatory tax methods.

Our claw-back method is consistent with the method used in the 2012 DPP
Determination to apply to other non-exempt EDBs. In this Determination, the value of
claw-back is determined on a pre-tax basis, and annual amounts to be recovered are
added to the MAR before tax series derived from pre-tax BBAR (excluding claw-back).
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We describe how the other inputs, for deriving the proposed MAR series, are
determined as follows:

e inflation rate (Section 7.2.3)

e X factor (Section 7.2.4)

e weighted average growth in quantities (Section 7.2.5)
o TF. (Section 7.3.6)

o forecast regulatory tax allowance (Section 7.6.1)

o WACC (Section 7.7.1).

Information in spreadsheet format

Clause 5.4.8(7) of the CPP IM requires a CPP proposal to present all calculations and
values used to determine the amounts for MAR before and after tax from the amounts
for BBAR before and after tax (shown in Section 7.3.1). This is to include all
calculations and values for the X factor and weighted average growth in quantities, in a
spreadsheet format which clearly demonstrates how the amounts for MAR before and
after tax have been derived. These spreadsheets accompany this proposal. A list of
spreadsheets which support the price path is included at the end of this section of the
proposal.

7.2.2 Claw-back

As discussed In Section 7.1.2, we propose adding the value of claw-back to our series
for MAR before tax (which we determine without considering claw-back).

In Section 7.2.1 we presented allowable revenue including both MAR and our proposed
series for the recovery of claw-back. In the remainder of this section we discuss how
we have calculated the claw-back amount.

Calculation of claw-back
The value of claw-back is $86.3m. This is a present value as at 1 April 2014.

Since the earthquakes, we have incurred higher expenditure than was forecast when
we set our prices, and received lower revenue as a result of reduced consumption.
The appropriate use of claw-back will allow us to recover this under-recovery since the
catastrophic event. This ex-post compensation for the consequences of a catastrophic
event is consistent with the assumptions that underpin our DPP price path. No
allowances were made for such events in the DPP price path.

Provisions in the Commerce Act and the IMs for claw-back
Clause 5.3.4(1) of the CPP IM states that:

“The present value of the series of maximum allowable revenues after tax must
equal the present value of the series of building blocks allowable revenues after
tax less any value of claw-back for the CPP regulatory period ...”

(emphasis added)
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Clause 5.3.4(2) of the CPP IM states that:

“the reference to claw-back [in clause 5.3.4(1)] is a reference to claw-back,
determined by the Commission pursuant to s 53V(2)(b), in the case of a CPP
determination made ... in response to a CPP proposal made in accordance with
provisions in a DPP determination relating to the submission of CPP proposals
in response to a catastrophic event.”

Section 53V(2)(b) of Part 4 of the Commerce Act states that:

“The Commission may determine any customised price-quality path that the
Commission considers appropriate for a supplier that has made a proposal.

... the Commission may do any of the following:

(a) set a price-quality path that is lower, or otherwise less favourable to the
regulated supplier, than the default price-quality path that would
otherwise apply

(b) if it sets a lower or a higher price than applied under the default price-
quality path, apply claw-back ...”

Neither the Commerce Act nor the CPP IM specifies the method to be used to
determine the value of claw-back.

Clause 5.3.4(4)(b) of the CPP IM states that, when a CPP Determination is made in
response to a catastrophic event, claw-back “will only be determined in respect of the
period between the date of the catastrophic event and the date the CPP determination
will come into effect.”

Accordingly we have calculated a value for claw-back relevant for the period between
the initial catastrophic event and the date that the CPP is expected to come into force.

Our proposed method for determining the value of claw-back

In this section, we describe how we have calculated the value of claw-back for the
purposes of determining the amounts for MAR presented in Section 7.2.1. This is how
we propose that the value of claw-back is determined for our CPP price path.

The initial catastrophic event occurred on 4 September 2010. The proposed CPP
regulatory period will begin on 1 April 2014. Therefore the period in respect of which
claw-back should be determined is 4 September 2010 to 31 March 2014. As discussed
in Section 8.2, we use the period from 1 September 2010 to 31 March 2014 as a proxy
for this period, because it is not possible for is to derive the required information for a
partial month. As noted below, because we also include recognition of the revenues
we earned over and above our costs in the first part of the FY11 year, in our claw-back
calculation, this proxy has no material impact on the outcome. We determine the value
of claw-back over this period, and henceforth refer to it as the claw-back period.

We determine the value of claw-back by calculating the present value, on 1 April 2014,
of the difference between BBAR before tax and the actual and projected revenues
received over the claw-back period. This reflects the short fall in the recovery of our
costs since the earthquakes. This therefore includes compensation for the cost and
revenue impacts of the earthquakes we have incurred since September 2010.
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Determination of the value of claw-back
Building blocks allowable revenues before tax

The table below shows the amounts for BBAR before tax for each disclosure year in
the claw-back period. It also shows the value for the period of FY11 prior to the
beginning of the claw-back period. In this regard, in the following tables, FY11a refers
to the period 1 April 2010 — 31 August 2010. FY11b refers to the period 1 September
2010 — 31 March 2011.

Building blocks allowable revenue Current Period Assessment Period
($000 nominal)

FY11a FY11b FY12 FY13 FY14

BBAR before tax 55,640 87,286 130,926 155,189 186,732

We describe how the amounts for BBAR before tax are determined in Section 7.3.1.

Actual and projected revenues

The table below shows actual and projected amounts for the revenue we receive
during the claw-back period under the current DPP price path. These amounts are
before tax and hence they are comparable to BBAR before tax.

LRI e e ] [T Current Period Assessment Period
($000 nominal)

Actual and projected revenues 62,044 74,111 124,988 136,363 139,113

The amounts for FY11 and for FY12 are actual historical revenue figures, consistent
with our audited financial statements. The FY13 amount is our current forecast of
revenue, based on our current prices and our current forecast for total chargeable
quantities this year. The FY14 amount is our current forecast for next year, assuming
average price increases equivalent to the rate of inflation, and our projected chargeable
quantities.

PV of the difference

The amounts shown in the tables above are in revenue-date terms. As with the MAR
calculations set out in Section 7.2.1, we convert these revenue-date amounts into year-
end terms, using the timing factor adjustment term for revenue.

The table below shows BBAR before tax and actual and projected revenues, in both
revenue-date and year-end terms, and TF,, for each year in the claw-back period.
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GG D Bl SR LR Current Period Assessment Period
($000 nominal)

FY11a FY11b FY12 FY13 FY14

BBAR before tax 55,640 87,286 130,926 155,189 186,732
TFrev 1.035 1.035 1.035 1.035
BBAR before tax (year end) 57,569 90,313 135,466 160,570 193,207
Actual and projected revenues 62,044 74,111 124,988 136,363 139,113
TFRrev 1.035 1.035 1.035 1.035
Actual and projected revenues (year end) 64,195 76,681 129,322 141,091 143,937

We calculate the annual difference between the two year-end series, and then
calculate the present value of this series, using as the discount rate the cost of debt
which underlies the current DPP WACC. This use of the prevailing cost of debt is
consistent with the Commission’s determination of claw-back in the 2012 DPP Reset
Decision for other non-exempt EDBs. We set out the cost of debt assumptions in
Section 7.7.

The table below shows BBAR before tax and the actual and projected revenues, in
year-end terms, and the annual difference between these amounts, for each year of the
claw-back period. It also shows the present value of the annual differences at 1 April
2014.

The value of claw-back ($000 nominal) Current Period Assessment Period

FY11a FY11b FY12 FY13 FY14

BBAR before tax (year end) 57,569 90,313 135,466 160,570 193,207
Actual and projected revenues (year end) 64,195 76,681 129,322 141,091 143,937
Difference (6,626) 13,632 6,144 19,479 49,270
PV of difference for FY 11 8,808

PV of difference 7,157 21,023 49,270
Total PV of difference (at 1 April 2014) 86,259

*We have used the DPP cost of debt (7.93%) to discount these differences
The value of claw-back for FY11

In the calculations shown above, we determine the value of claw-back by using the
difference between BBAR and actual revenue for the claw-back period. We calculate
both BBAR and actual revenue for FY11 disaggregated into the periods before and
after 1 September 2010 (which we use as a proxy for 4 September 2010). We use
actual opex and commissioned asset data, recorded by month, to allocate the
appropriate proportion of FY11 opex and commissioned asset building blocks into the
claw-back period. We also used actual monthly revenue data for the purpose of
determining revenue recovered in the claw-back period.

As demonstrated in the tables above, our actual revenue recovery in the claw-back
period in FY11 was $13.6m below building blocks allocable revenue.
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We have also considered actual revenue relative to BBAR in the part of FY11 which
occurred prior to the commencement of the claw-back period. In this part of FY11 our
actual revenue exceeded building blocks allowable revenue by $6.6m. It is expected
that the profile of revenue and costs will differ within a financial year, due to seasonal
influences (revenue tends to be higher in the winter months where as costs generally

are not). In FY11, the earthquake activity caused us to incur abnormal costs from 4
September.

Given the mismatch between revenues and costs in FY11, we have reduced our
proposed claw-back amount (for the period post 1 September 2010) by the amount that
actual revenues exceeded building block costs in the five month period prior to the
earthquakes. This is a fair adjustment, because it factors into the claw-back calculation
the contributions towards the costs incurred in that year, which were earned prior to the
event occurring.

The total amount to be recovered in the CPP regulatory period

We propose to recover the value of claw-back over ten years for the reasons set out in
Section 7.2.1. We have allocated the value of claw-back evenly over the first and the
second five-year periods — that is, we propose to recover half of the value of claw-back
during the CPP period and half in the subsequent five-year period. The table below
shows the value of claw-back, and the amounts which we propose to recover in each
period.

CIaw-baCk recovery ($ooo nominal) _

1 PV at 1 April 2014 PV at 1 April 2019

Value of clawback 86,259

Val'ue of clawback to be recovered in CPP 43,130

period

Value of clawback to be recovered after 43.130 57 418
CPP period ’ ’

Note: The rate used to derive the PV at FY19 from the PV at FY 14 is the CPP cost of debt (5.89%)

As shown above, of the total value of claw-back of $86.3m, we propose to recover
$43.13m (in present value terms) over the CPP regulatory period. This leaves
$43.13m (in present value terms) to be recovered in subsequent years. At the end of
the CPP period, the present value of the unrecovered claw-back is $57.4m.

The amounts to be recovered in each year of the CPP regulatory period

We propose to set a series for the recovery of claw-back within the CPP regulatory
period which follows the same slope as MAR before tax.

As discussed in Section 7.2.1, the slope of MAR before tax is a function of the inflation
rate, X factor and weighted average growth of quantities.
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We have set the amount of claw-back recovery in FY 15 such that the present value of
the series for claw-back recovery equals the amount of claw-back to be recovered in
the CPP regulatory period, and such that the amount for the recovery of claw-back in
FY16 to FY19 is the result of the following formula:

Recovery of clawback
= Recovery of clawback in preceding year x (1 + inflation rate) x (1
— X factor) x (1 + weighted average growth in quantities)

The table below shows the calculation of the series for recovery of claw-back. It shows
the inflation rate, X factor, weighted average growth in quantities, and recovery of claw-
back, for each year of the CPP regulatory period.

Recovery of claw-back .
($000 nominal) CPP Period

| Fv5 FY16 FY17 FY18 FY19

Inflation rate 2.17% 2.17% 2.17% 2.17%
Xfactor -1.19% -1.19% -1.19% -1.19%
Weighted average growth in quantities 0.79% 0.80% 0.85% 0.76%
Recovery of claw-back 9,175 9,560 9,964 10,389 10,822

Claw-back to be recovered after the CPP regulatory period

We propose recovering the value of claw-back over a 10 year period. This means that
a claw-back allowance must be included in allowable revenue beyond the end of the
CPP regulatory period.

It is important however that the Commission clarifies its approach to the recovery of
claw-back after the end of the CPP regulatory period. That is, the CPP Determination
should specify the amount to be recovered following the CPP period, and set out the
mechanism for how this will be achieved. Absent this, we will not be provided with a
sufficient expectation of recovering the value of claw-back. The alternative is to
recover it in full over the five year CPP period,

The chart below shows our proposed amount of claw-back to be recovered subsequent
to the CPP, alongside our proposed path for allowable revenue and claw-back recovery
during the CPP period. We propose that the amounts of claw-back recovery in the five
years subsequent to the CPP period are specified in the CPP Determination. This is
discussed further in Section 5.2.
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MAR before tax plus claw-back recovery, including recovery of claw-back

after CPP period ($000 nominal)

250,000 7 = Actual and projected revenue
m Recovery of claw-back
= MAR before tax
200,000 1 m Recovery of claw-back post CPP
150,000 -
100,000 -
50,000 -
0 -

FY11FY12FY13FY14FY15FY16 FY17FY18FY19FY20FY21 FY22FY23FY24

Other price path options considered

In developing the MAR set out in this proposal we considered a range of possible price
paths for the recovery of building blocks allowable revenue.

In particular, we considered two variants to our proposed price path:

e recovering the value of claw-back in full over the five-year CPP regulatory period,
rather than 10 years as proposed

e alower initial price increase in FY15, followed by higher price rises in the four
subsequent years of the CPP period.

Five year claw-back recovery

Spreading the recovery of claw-back over 10 years reduces the amount required to be
recovered from consumers during the CPP period. While it increases the amount
required from consumers in the five years after the CPP period, we think this is a
beneficial trade-off which is consistent with consumer concerns about price increases.
It is also more consistent with expectations for the recovery of Christchurch to span a
number of years. Therefore under this approach the cost to consumers is deferred to
some extent until the recovery is well under way.

If claw-back is fully recovered over five years, the price increases required in the CPP
period are significantly higher, as illustrated in the following table.

MAR including recovery of clawback .
PP P
($000 nominal)

I N 7 7 R 7 A R 7

5 year claw-back recovery period 164,773 176,466 189,013 202,551 216,863
10 year claw-back recovery period 164,773 171,696 178,937 186,574 194,362
Difference - 4,770 10,076 15,977 22,501

Note: The 5 year claw-back recovery scenario continues to assume a 15% initial price increase
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Lower initial price increase

We believe that a 15% real one-off price increase followed by several much smaller
increases is preferable for consumers to a smaller initial step followed by higher annual
increases. The latter option steepens the slope of the price path considerably, which
consequently substantially increases the maximum allowable prices at the end of the
CPP.

The chart below replicates the one above which shows our proposed revenue path. It
also shows the total revenue path (ie MAR plus claw-back) where the initial real price
increase and those in the following four years are equalised at 5.61% per annum.

MAR before tax plus claw-back recovery ($000 nominal) -

comparison of proposed revenue path with an alternative smoother path
250,000

== Actual and projected revenue

B Recovery of claw-back
200,000 0 MAR before tax
e Smoother path
150,000
100,000
50,000
O -

Fy11  FY12 FY13 FY14 FY15 FY16 FY17 FY18 FY19

Under this scenario, prices are lower at the beginning of the CPP period, and the rate
of change higher during the CPP period. Thus average prices at the end of the CPP
period are considerably higher. This may lead to a reduction in prices after the end of
the CPP period. We do not favour this approach as it would require material year on
year increases for five years, with the potential for a price reduction in year six. We
believe this is not sensible, as it creates price instability which we do not believe is
consistent with the long term interests of consumers.

7.2.3 Inflation rate

Clause 3.3.1(5) of the CPP IM defines the inflation rate as the sum of forecast CPI for
the four quarters of the disclosure year divided by the sum of forecast CPI for the four
quarters of the preceding disclosure year, less one.

175



Orion

AnrsET o

Forecast CPI is defined in Part 1 of the IMs as the forecast annual percent change in
the headline CPI contained in the current RBNZ Monetary Policy Statement, or for a
quarter subsequent to the forecasts provided, the arithmetic average of the values
forecast in the most recent four quarters of which a forecast has been made in the
Monetary Policy Statement. The Monetary Policy Statement released in September
2012 was the most current when we prepared our proposed price path, and coincides
with the CPP WACC Determination. Hence we have used this data for our CPP
proposal.

Inflation rate Current Period CPP Period

I FY11 FY12 FY13 FY14 FY15 FY16 FY17

Inflation rate 2.91% 3.29% 1.42% 1.91% 2.17% 2.17% 2.17%

7.2.4 X Factor

The X factor is the change in real prices in year two to five of the CPP regulatory period
which underlies the MAR before tax series. It is the percentage change in MAR, after
removing the effect of forecast inflation and changes in weighted average quantities.

The X factor is not determined by any given inputs. It is an input itself as it, along with
the initial starting position, determines the slope of the price path.

IM requirements

Clause 5.4.8(2) of the CPP IM requires that an X factor must be applied to determine
the amounts for MAR before and after tax, and that a CPP proposal must state the
value of the X factor.

Clause 5.4.8(3) and (4) of the CPP IM defines the X factor as that defined in Orion’s
DPP Determination, or a different X factor if the CPP proposal contains an explanation
and supporting evidence as to why it would better meet the purpose of Part 4.

The X factor

The X factor in our current DPP Determination is 0% which was derived following
consultation on the 2010 DPP Determination. This represents the Commission’s view
of expected industry-wide average efficiency gains to be achieved over the DPP
regulatory period. We are not challenging this assumption for the purpose of the CPP.
However we propose to use a different X factor because we wish to alter the slope of
the price path. In order to recover our BBAR (and a portion of our proposed claw-back)
we are proposing an initial step capped at 15% real, with subsequent recovery
smoothed over the CPP period, using a constant X factor.

We propose to use an X factor of 1.19%. This generates a price path which involves a
15% increase in real prices in FY15, and increases of 1.19% for the next four years.
As discussed in Section 7.1.3, we believe this is a price path which provides a
reasonable rate of change in prices for consumers, and therefore better meets the
purpose of Part 4 than the DPP X factor.
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We also note that we propose an alternative depreciation method for some assets
which reduces the necessary price increases in the CPP regulatory period. We
discuss this in detail in Section 7.5.3.

7.2.5 Forecast weighted average growth in quantities

The slope of the series for MAR before tax is set such that real price changes are
constant over the CPP regulatory period. This requires adjusting for forecast changes
in quantities. We forecast weighted average growth in quantities for this purpose.

The table below shows our forecasts of weighted average growth in quantities used to
determine the slope of the MAR series.

Forecast weighted average growth in CPP Period
quantities

Weighted average growth in quantities 0.82% 0.81% 0.79% 0.80% 0.85% 0.76%

IM requirements

Clause 5.4.8(5) of the IM requires all data, calculations and assumptions used to derive
the forecast weighted average growth in quantities, including:

e adescription of each demand group

e the rationale for the selection of demand groups

¢ the forecast growth in demand for each demand group, and the basis for those
forecasts

e evidence that the forecast growth in demand for each demand group is consistent
with all other relevant demand forecasts included in the CPP proposal

e the basis for the assumptions used concerning the relative proportion of fixed and
variable components in the prices charged to each demand group

e areconciliation between these assumptions and the calculation of notional revenue
made pursuant to any requirement pursuant to s 53N of the Act relating to
compliance with the price-quality path

e the basis of each weighting term.

We address each below.
Approach
Overview

Orion has seven different groups of consumers, each of which has a different charging
schedule containing multiple types of charges.

For each different charge, for each consumer group, we have developed forecast
quantities for FY13 to FY19. These forecasts encompass a FY13 value, which is then
projected using assumed growth rates. The assumed growth rates differ by charge
based on underlying drivers. The FY13 value is a projection for the current year.

From the forecast quantities series for each charge, a weighted average quantity value
for each year, from FY13 to FY19, is derived. The weights are based on budgeted
revenue for FY13 by charge, as a proportion of total revenue.
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From the weighted average quantities values for FY13 to FY19, a weighted average
growth in quantities is derived, for FY14 to FY19.

The process described above is illustrated in the figure below.

Historical quantities, Assumptions and
for each charge, known capacity
FY05-FY12 changes

Earthquake
effects

Forecast quantities, Assumed growth rates

for each charge, for quantities,
FY13 for each charge,
Budgeted revenue, FY14-FY19

for each charge,
FY13

Weightings for each Forecast quantities,
charge for each charge,
FY13-FY19

\/

Weighted average quantities,
FY13-FY19

|

Forecast weighted average growth in quantities,

FY14-FY19

Demand groups
IM 5.4.8(5)(a)

The CPP IM defines a demand group as a pricing category that has a discrete rate of
growth in the demand for electricity distribution services over the CPP regulatory
period.

For the purpose of the CPP we have specified demand groups as our connection
categories (for example general, major, irrigation) and our pricing components within
those categories (for example peak, volume). Potentially each of these categories and
components has a discrete rate of growth.

We have the following five pricing categories:

e general (residential and small business) connections

e major customer connections (including embedded networks)
e irrigation connections

e street lighting connections

e large capacity connections.
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Within the large capacity connections, there are two different consumers — Fonterra
and Synlait. In addition, we have some export and generation customers.

Rationale for demand groups
IM 5.4.8(5)(b)

Our demand groups are determined based on differences in their usage of our network.
They are consistent with the groups we currently use for pricing purposes. Our pricing
methodology is explained in detail in the paper ‘Methodology for deriving delivery
prices”. The most recent version is dated 3 February 2012. A copy can be found on
our website at http://www.oriongroup.co.nz/publications and disclosures/pricing.

Each of general, major, irrigation, street lighting, and large capacity connections have
peak demand periods at different times of the year and day. Because we have a
pricing structure which charges consumers more at overall peak demand times, it is
logical to set different tariff schedules for groups with different usage patterns.

In addition, the costs that we incur for major and large capacity connections are quite
different to those of smaller users. It costs us less to deliver a given unit of electricity to
these consumers, relative to general connections, because of the large quantities they
purchase. We charge them lower unit prices as a result. Separating these customers
into separate pricing categories allows us to do this. We note that we have a standard
tariff schedule for major customers, while for large capacity consumers we negotiate an
individual price.

Separate charges

Each demand group faces several different charges (eg fixed, volumetric, peak). For
the purpose of forecasting weighted average growth in quantities, we consider the
quantity for each different charge separately. Note we exclude any charges which
relate to the recovery of transmission costs.

The table below lists the different charges which we currently levy on each demand
group. These are reflected in our current tariff schedule, which can be found on our

website at http://www.oriongroup.co.nz/publications and disclosures/pricing.

Demand groups

Charges levied on each demand group

General connections Street lighting connections

Peak charge Fixed charge

Volume charge: working weekdays Peak charge

Volume charge: nights, weekends, holidays Volume charge: working weekdays

Low power factor charge Volume charge: nights, weekends, holidays
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Major customer connections

Fixed charge: standard connections
Fixed charge: secondary connections
Fixed charge: dedicated equipment
Peak charge

Capacity charge

Irrigation connections

Capacity charge

Volume charge: working weekdays
Volume charge: nights, weekends, holidays
Rebate: power factor correction
Rebate: interruptibility

Demand group forecasts

IM 5.4.8(5)(c)and (d)

Large Capacity - Fonterra
Administration charge

Use of distribution assets

Large Capacity — Synlait
Administration charge

Asset charge

Export and generation

Real power distribution component
Reactive power distribution component

Generation credits

In the remainder of this section we set out our forecast quantities for each demand
group and charge type and the basis for those forecasts.

Historical quantities

In order to help derive the forecast quantities for each charge, historical data has been

compiled as follows:

e actual chargeable quantities for each charge for FY10 to FY12

e estimated quantities for years prior to FY10 due to our adjustments to our charging
basis which were introduced at the start of FY10. For some charges the quantities
before FY10 do not directly correspond to the charges which have applied
thereafter. Therefore, using the same approach we have used to demonstrate
compliance with the DPP, we adjust the pre-FY10 chargeable quantities to match

our current charging basis (from FY05).

Our actual and estimated historical quantities, from FY05 to FY13, for each of the
current charges for each consumer group, are shown in Appendix 12.
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Forecast FY13 quantities

We use several different approaches to forecast the FY13 quantities. The method
used depends on the charge. Across our charges and demand groups, we use a
combination of the following methods:

e extrapolation of a linear trend over the previous five years

¢ adjustment to the extrapolation of a linear trend, due to earthquake effects
e use of FY13 year-to-date actual values

e use of FY12 quantities historical averages

e introduction of new charges.

In the following table, we state the method used for each charge, and the relevant
forecast FY13 quantity for each charge. We set out the rationale for each method used
below.

Forecasting FY13 quantities

Forecast FY13

Consumer group and charge type Forecast method used I

General connections

Peak charge kW FY13 YTD quantities billed 475,925
Volume charge: working weekdays MWh Adjusted 5-year linear trend 1,000,022
Volume charge: nights, weekends, holidays MWh Adjusted 5-year linear trend 1,158,986
Low power factor charge kVAr Same as FY12 0
Major customer connections
Fixed charge: standard connections connections Fy1s YTIlZ))”T:;(;mectlons 357
Fixed charge: secondary connections connections FY13 YTItD)“T:;;nectlons 14
Fixed charge: dedicated equipment by item $000 FY13 YTD quantities billed 1,628,574
Peak charge kVA FY13 YTD quantities billed 89,667
Capacity charge kVA FY13 YTD quantities billed 197,105
Irrigation connections
Capacity charge kW Same as FY12 70,446
Volume charge: working weekdays MWh 5-year linear trend 59,723
Volume charge: nights, weekends, holidays MWh 5-year linear trend 103,188
Rebate: power factor correction kVAr 5-year linear trend 28,555
Street lighting connections
Fixed charge connections 5-year linear trend 43,248
Peak charge kW 5-year average 2,352
Volume charge: working weekdays MWh 5-year linear trend 3,252
Volume charge: nights, weekends, holidays MWh 5-year linear trend 22,504
Fonterra
Administration charge kVA New charge 4,500
Use of distribution assets kVA New charge 4,500
Synlait
Administration charge kVA Same as FY12 5,800
Asset charge kVA Same as FY12 5,800
Export and generation
Real power distribution component kW 2-year average 2,377
Reactive power distribution component kVAr 2-year average 1,419
Known generation credit
Generation credits kWh customers at 100% 256,000
reliability
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Our default method is to extrapolate a five year linear trend out to a sixth year. The
FY13 value is forecast by constructing a linear trend line of the values for the five years
from FY08 to FY12 and projecting this line forward one year. Historical quantities for
each charge are set out in Appendix 13.

In our view this is a sensible approach to forecasting quantities which vary around a
general long-term trend. The majority of our quantities behave like this, at least over a
period of around five years.

Below we discuss our method for charges where we do not think that this approach is
appropriate.

Adjusted linear trend due to earthquakes

General consumer historical demand, shows a slowly increasing trend since FY05, with
usage falling after the earthquakes. We have interpreted this as a step-change in
usage. We have assumed that the ongoing growth rate will remain (from a new lower
level), as opposed to a reduction in the annual rate of growth.

A trend line using actual values from FY08 to FY12 produces a linear path which is
below the values immediately prior to the earthquake, and then above those after.
Accordingly a linear path is not appropriate for general consumer volumetric charges.

Instead, we construct a linear path where we use for the FY12 figure our original
projection (which is significantly higher than the actual), which in effect shows the path
we were projecting before the earthquakes. Then the FY13 forecast is determined
using this linear path, after adjusting it downwards by 7% (which is our estimate of the
stepped reduction in load due to the earthquakes). This moves the linear path down, to
a lower parallel path, by 7% of the FY13 value.

A similar argument could be made for some of the other charges for which we have
used the simple linear trend. However we have developed alternative approaches
which address, where relevant, the impacts of the earthquakes. For example, FY13
YTD actual figures are used for general connections peak demand and for all major
customer connections. In addition the earthquakes had very little impact on irrigation
and street lighting connections.

FY13 actual quantities

Where possible we have used actual YTD values from FY13 to inform our forecasts,
however in most cases this is not possible because the YTD values do not give us
enough evidence to develop a robust estimate. For major customer connections,
forecasts for all charges are based on FY13 YTD values. It is assumed that there will
be no new connections or new dedicated equipment during the remainder of FY13 (ie
all chargeable connections are already connected). It is also assumed that the YTD
peak demand and capacities will be the final year values because we have completed
the winter period.
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We also use the FY13 YTD value for the peak demand for general consumers. This is
our largest charge in terms of the total revenue collected and therefore it is subject to
less variability over time than for smaller connection groups. Furthermore, as with
major customers, we believe that the peak demand patterns shown in FY13 so far will
not materially change during the rest of the year. We therefore assume that the YTD
peak demand will be the final year value.

FY12 quantities

For some charges, it is assumed that the quantities in FY13 will be the same as the
quantities in FY12. In particular, this assumption is used for the capacity for irrigation
connections (kW) and the two charges for Synlait (both in kVA).

For irrigation customers, we expect that there will be some new irrigators connecting
but that some will opt out as retailers change their pricing structures. We expect similar
capacity in the future, despite projecting continuing increases in total usage.

Synlait has indicated they will have similar loading in FY13 as they had in FY12.

It is also assumed that there will continue to be no general customers affected by the
low power factor charge.

Historical average

For peak demand for street lighting, and for the power distribution 